1, General results
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4 mathematical game is a set [ = (n; Ly Loy eees-ys
"'rlj Dy eeey \_Frl), where n 1s & pOSi‘i}ive lnteger, .:.1, EE’””’XH

are arbitrary sets and the functions ¥, (l < £ £ n) are such
" ’ wr =r n " l -
that Q*ka) = L X L5 X eee X ﬁn,fL(qgk)CL.R . Here n ic
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called the number of players, the sets X are the strategy

e

sets and the functions v, are the pay-off functions., »ssuming
that the first player chooses the stirategy X, e,xl , the

second player chooges the strategy X, & Xg , etc,, than the

value u?k (Xl’ Xy eeey X)) ig considered to be the income

of player k (k = 1,2,...,n}. In the special case of

{i = 0 the game is called a zero sum n-person
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Definition l., & vector x* = (xf,...,xn\) ig a Nash-

-cquilibrium point of the game B , 11

a/ XE € X, (k = 1,2y000s00);

-

b/ for k = 1,2,eseyn anc arbitrary X, & <

\‘FK (X'li cesy KLy ""KIE: jd .1)1 (xl’ vees xi”“’zgl' (1)

v ® . . .
Remark., The equilibrium stratecy X, 1S optimal for zhe

player k assuming that the other piayers choose the corresponding
components of the equiliberium polint,

Example 1, Let n=2,
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In this special case the game [ 1is called a two=person

finite game, Let us introduce the following notatlons:

aij
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$ (1,3)

Li:2 (lil]) = bij (izllzj'll’ml; j=l,2,iligﬂl2),

b= (ag5) B= (bgy)

Observe that A and D are m, x m, matrices, The inequalities

.

i

(1) imply that a palr (io’ jo) is an eyuilibrium point 1t

and only i1

°: 3 P15y (3=112,00,m,)
a.. & T 121,25 000ym)
Be 0Y 0
In other words, the element a. . ig maximal in 1ts colwx
2 Ad
(in matrix 5), and the elemenﬁo gi ; i8 meximal in its

a 0“0
TOW (in matrix E). From this simple observation we can

eagily verify that the game determined by matrices
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has no equilibrium point; the game with matrices
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has a unique equilibrium point (1,1) . and any pair {1,3) .

the game given by wmatrices

/1 1
1 L

ig an equillbrium point,
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e computation of the equilibrium polints for Iinite
games 1s an eagy Jjob sgince a finite number of inequalities

has to ve chnecked,.

Example 2, Let n=2,

. f : Ml ) i )
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Lo = {21_2 l{ Xs & R y %o = O, 1 X = 1} s
/ X X \': XT A x Y X X = "-"T B x,
1”1 (-’-—1’ -7 ] = o=y 7 2 (....]_’ :..2) =] = =2

where O is {he zero vector, the vector 1 has unit components,

e

and 3B are m, X m, real matrices. lhe gcame defined above

ig called & bimatrix game, In tihie gpecial case 0 T = = &
the game 1g called a matrix game, 1t 18 known that the

equilibrium problem of matrix games is egulivalent 1o the

-

gsolution of linear programming problems and the equilibriun

probdem of bimatrix games can be solved by the solution oi

quadratic programming problems, The details will be discussedq
later, Note that the bimatrix games are generalizations,
extensionsg of finite two-person games, since the sirategiec

of the players are the choices of distributions defined on

the sets {1,2,...,m1§ and {1,2,...,&2} ingtead of the cholices
of one-one element from each set, The pay=off of the genera._zed
game 1s the expectation of the pay-=off obtained in the fini e

game with regpect to the distribution chosen by each player.

Example 3., let us congider the following n-person game:
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where f‘ 15 an {’Lr = mk real matrix, :9.1{ @, R 18 & real

vector, the numbers agk}

i are given real parameters, and
l'lll

for Kk=l,2,s6esl , X kx 5000y Xéi)). This game ig callec

a generalized polyhedral game, To simplify our notations let
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where gk(gj 18 independent of

In the special case of
/-= \ 0
j—="\,k= _1._ ’ Ek::
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(where 1 is the wm_dimensional unit matrix, 1, 0 < R

the vector O 1s the zero vector, the vector . has unify



componenta} we have

Xk“{-’-‘-klékQRmk'x_ki.Qs L

and the game is called the mixed extension of finite n=person

games, Observe that for n=2 we have the bimetrix games with

b (42,) s oae (a2,)
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gince
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X-9 X = 8. . X. X, '= X+ A X
Y1(Z1 %2) P i??l ii, *i; Fi, - E 2%
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and
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?2 ( L ‘ i 111, 71,4 i, 1l = =2
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Pirst we will show the connection between certain mathema-

tical programming problems and two=person ze€ro sum games,

let us consider the mathematical programming problem
x &X
g (2)20 (2

where X is an arbitrary subset of R /it may be discrete/,

g (B)CR , RE)CR", B ()T R, R (f) < R . Let

0},

and let us consider the two-person zero sum game
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@ {ufae®,
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where

fl

Flx y u) = £(x) + u &(x)e
Lemma 1, If (_x_ﬁ, Eﬁ) ig an equilibrium point of the
game [' , than fi ig an optimal solution to the programming

problem (2),

Proof. The inequalities (1) imply that if (z®, u®) is

equilibrium point, than

(2®) + o g(&®)> £(x) + 0 g@EZ) ($z € %) (4)

e(x®) + T g(d®) ¢ £(=®) +u" (@) Wue®). ()

First we observe that g(x") X O . let us assume that a
component gi(fi) < 0, then taking the ith component of u
sufficiently large, the inequality (5) will not hold. Let
= 0, then inequality (5) implies u®  g(z®) < 0 . But

u
gﬁg 0, g(x™) > 0, consequently EET E(EE) > 0O, Thus

u® () = 0.

O , the vector fﬁ

Since x" € X, g(x") > is a feasible

golution of the problem (2) , We can easily prove that X is
an optimal solution. Let x Dbe any feasible solution of the

problem (2) . Then inequality (4) implies

() = £(=® + u* (&™) > (z) + v &E > L(E)

thus _:g_i is an optimal solution, s



Remark., The opposite statement is not true in general,

The Kuhn=Tucker theory gives sufficent conditions, for an
arbitrary optimal solution of the problem (2} to be obtainable

from an equilibrium point of the game | .

Newt we will prove that the equilibrium problem of n-person
general games is equivalent to the fixed=point problem oI a
certain point-~to=set mapping., let us consider the n-person

game in a more generalized leorm: " = (n.; Xi, Loy eoey Lo o

'

@1} fzg ...,ifn), where n is the number of players; Kl’ Eg,...,ﬂn
are the gtrategy sets of the players, Ec:;Kl X EE XeeoeoX En 18

the simultaneous strategy set, the functions Yi, ¥ oseees §

e ol
1
i,

are the pay-off functions such that A (‘fk) =X , 84 (\rk)c n-
(k=l,2,...,n). Here we assume that the players can not choose
their strategies independently of each other because 0I
circumstances independent of the players /for instance in
nroduction games it is inposgsible all players to have maximal
production because of the bounded quantity of row materials/,
and in the concrete realizations of the game only the elements

of XL can appear as strategy vectOors.
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Definition 2, & vector X = (X?,...,zh )1s an equilibrium

point of the game |7 ir
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let us consider the following function,
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pairs ggﬁﬁ v o Ci)(f , X} > LP ([ x*, .‘K).
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et ua add these inequalities for k=l,2,s,e.e,0 3nd lel

v o= kyl,umaﬁynj, then we have
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Since

q;)(_x_* , )= 2 PiEH + fk(xf,...,xﬁ,...,xg}

i#k
and

D(x®, g)= Y 0 (E)+ Py (2]reeerxrenesny)

the inequality (7) implies that

ny

L?k (KTj---:XZ:--i:J&_f) \fk (X?,--.,Xk,.--,xlf),

thus x° is an equilibrium poinft, b

By using the above notations let us introduce the following
point-to-get mapping

@) {1 1(a 2) 1o osivi i bls 2) = s {3 3) 2 2
18 feasible}} .

As a gimple consequence of Lemma 2, we have the followlng important

regult.

A

lemma 3, 4 vector 5? is an equilibrium point of the game

1T and only 1if fé ch(;_ﬁ) /1.€ gﬂ i a fixed polnt of the
mapping P /.

The most ilmportant existence theorem for n-person games can
be proven by using the Kakutani fixed point theorem for showling

that the mapping cti has at least one fixed point., This theorem
18 called Nikaido-lsoda theorem and it is the following:

Theorem 1, Assume that

a/ X 1is a bounded, closed and convex subset of a finite

dimengion Fucledian space;
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b/ for k=1,2,..es,n the functions \?k are continuous
and for fixed XagosesXy 99 Xy 190009X) they are concave in Xy o

Undey these assumptions the game has at least one equilibrium point,

Proof, See J,B, Rosen [8] . <]

Remark, If we assume that the functions Y , are strictly
concave in Xy s then the uniqueness of the equilibrium point in
general is not true /see Example 4./, For the uniqueness of the
equilibrium point of n-person games J,B, Rosen [8] gave gufficient
conditions, but the assumptions of the next paragraphs are

independent of the conditions introduced by J,B. Rosen,

2o The solution of a special clags of concave games

Let us assume that for k=l,2,ce¢ey

= {5 | & €RF L b (&)1 ol,
where
a/ D - RE ‘i
Ek) = R » R (gﬁy C R s the components of -h-k are

concave, continuously differentiable functions;

b/ X, 1is bounded, and in each point of X  the Kuhn-Tuckex
regularity condition holds /see G, Hadley (3]/ ;

c/ Y, is continuous concave in x, for fixed ZXjje..;

seey X

210 RyepprecesXy and continuously differentiable with

respect to Xy o

w The game F = (Il; Xl“”"xn y \Pl””’ "Fn) has

at least one equilibrium point,



