
Chapter 3

Steklov operators

In this chapter we consider Steklov operators in spaces of continuous func-
tions on the real line and on a bounded interval. We study the connections
of these operators with some second-order degenerate parabolic problems
establishing a general Voronovskaja-type formula. We also need a quanti-
tative version of Voronovskaja’s formula in order to apply the quantitative
estimates in Chapter 1.

The choice of Steklov operators is motivated by the fact that these opera-
tors can be used in different setting, such as spaces of continuous functions or
weighted spaces of continuous functions both on bounded than unbounded
real intervals.

The results in this chapter have been obtained in collaboration with I.
Rasa (Cluj-Napoca, Romania) and published in [33], [34].

3.1 Steklov operators on the real line

In this section we point out some general properties of Steklov operators
and we construct a sequence which can be canonically associated with an
assigned second-order differential operator A.

Let L1
loc(R) be the space of all locally integrable real functions and for

every b > 0 define the integral mean operator Mb : L1
loc(R) → C(R) by

putting

Mbf(x) :=
1

2b

∫ x+b

x−b
f(t) dt , f ∈ L1

loc(R) , x ∈ R . (3.1.1)

Then, for every n ≥ 1, the n-th Steklov operator Sn,b : L1
loc(R) → C(R) is

defined by setting

Sn,b := Mn
b , (3.1.2)

where, as usual, M0
b is the identity operator and Mn

b = Mb ◦Mn−1
b if n ≥ 1.
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Observe that, for every f ∈ L1
loc(R) and x ∈ R,

S0,bf(x) = f(x) ,

Sn,bf(x) = Mb (Sn−1,bf) (x) =
1

2b

∫ x+b

x−b
Sn−1,bf(t)dt .

The preceding definition is meaningful also in the case where b is a
bounded continuous strictly positive real function on R; in this case the
integration is extended over the interval [x− b(x), x+ b(x)] and (3.1.1) be-
comes

Mbf(x) :=
1

2b(x)

∫ x+b(x)

x−b(x)
f(t) dt , f ∈ L1

loc(R) , x ∈ R . (3.1.3)

In this section we shall be mainly interested in studying some properties
of Steklov operators in the space C(R) of all continuous real functions on
R which admit finite limits at the points ±∞. The space C(R) is endowed
with the uniform norm and obviously every function in C(R) is bounded
and uniformly continuous.

Moreover as usual, we shall denote by C2(R) the space of all functions
f ∈ C(R) which are twice differentiable and such that f ′′ ∈ C(R). Observe
that C2(R) is obviously dense in C(R) with respect to the uniform norm.

Observe that if f ∈ C(R) and limx→+∞ f(x) = ℓ ∈ R, then we also
have limx→+∞ Sn,bf(x) = ℓ. Indeed, this easily follows from an inductive
argument on the integer n ≥ 0 using the equality Sn,bf(x) = Sn−1,bf(ξ)
which holds for some ξ ∈ [x− b(x), x + b(x)] and using the boundedness of
the function b which implies that limx→+∞(x− b(x)) = +∞.

Hence Steklov operators may be regarded as linear operators from C(R)
into C(R) and in this case they become positive linear contractions with
respect to the uniform norm.

Our aim is to use these operators for the investigation of some degenerate
second-order differential operators.

Namely let a ∈ C(R) be a strictly positive function such that

id · a ∈ C(R) . (3.1.4)

Consider the differential operator A : D(A) → C(R) defined by

Au(x) :=
1

6
a(x)2 u′′(x) , u ∈ D(A) , x ∈ R , (3.1.5)

where
D(A) :=

{

u ∈ C(R) ∩ C2(R) | a2 u′′ ∈ C(R)
}

. (3.1.6)

Remark 3.1.1 Observe that A is a second-order elliptic differential oper-
ator, which is degenerate since a vanishes at the endpoints of the real line.
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Moreover, the endpoints ±∞ are natural endpoints and hence the operator
(A,D(A)) generates a C0-semigroup of contractions on C(R) on the maximal
domain D(A).

Furthermore, every function u ∈ D(A) also satisfies Ventcel’s boundary
conditions

lim
x→±∞

a(x)2 u′′(x) = 0 .

Indeed if u ∈ D(A) \ DV (A), we should have for example lim
x→+∞

Au(x) =

ℓ 6= 0. Then lim
x→+∞

1

6x2
a2(x)x2u′′(x) = ℓ and therefore lim

x→+∞
u′′(x) 6= 0;

consequently lim
x→+∞

1

x2
u(x) 6= 0, contradicting the condition u ∈ C(R). At

the point −∞ we can reason similarly.

Hence we conclude that in this case the maximal domain coincides with
Ventcel’s domain. For these and further results we also refer to the Chapter
II, [48, Chapter VI, Section 4] and [69]. �

We shall be interested in studying the connections between the differential
operator A and sequences of Steklov type operators.

Namely, we define the functions bn := a/n and consider the operators
Ln : C(R) → C(R) defined by

Lnf(x) := Sn,bnf(x) , f ∈ C(R) , x ∈ R . (3.1.7)

Since bn is bounded, the operator Ln is well-defined as an operator acting
on C(R); furthermore, since a vanishes at ±∞, we have that Ln interpolates
every function f ∈ C(R) at ±∞, in the sense that limx→±∞Lnf(x) =
limx→±∞ f(x).

Moreover, observe that Ln = Mn
bn

for every n ∈ N and consequently, for
every k ≥ 1, we also have

Lk
n = Mkn

bn
= Skn,bn . (3.1.8)

Using (3.1.7), the operators Ln can be extended in a natural way to the
space of all continuous functions on R, and for this extension we can state
the following properties, for every x ∈ R:

i) Ln1(x) = Sn,bn1(x) = 1 ,

ii) Lnid(x) = Sn,bn id(x) = x ,

iii) Ln(id2)(x) = Sn,bn(id2)(x)

= x2+1
3

∑n−1
i=0 Si,bn(b2n)(x) = x2+ 1

3n

(

1
n

∑n−1
i=0 Si,bn(a2)(x)

)

.
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Since Si,bn is a linear contraction, we can conclude that

lim
n→+∞

Ln(id2)(x) = lim
n→+∞

Sn,bn(id2)(x) = x2

uniformly with respect to x ∈ R.
We need some further preliminary results in order to state some deeper

properties of the operators Ln.

Proposition 3.1.2 For every f ∈ C(R), k ≥ 1 and x ∈ R,

‖Sk,bn(f) − f‖ ≤ k‖S1,bn(f) − f‖ . (3.1.9)

Proof. We argue by induction on the integer k ≥ 1. If k = 1 then (3.1.9)
is obviously true. Now, assume that (3.1.9) holds for k ≥ 1. We have

|Sk+1,bnf(x) − f(x)| ≤ |S1,bn(Sk,bnf − f)(x)| + |S1,bnf(x) − f(x)|
≤ ‖Sk,bn(f) − f‖ + ‖S1,bn(f) − f‖
≤ k‖S1,bn(f) − f‖ + ‖S1,bn(f) − f‖
≤ (k + 1)‖S1,bn(f) − f‖

and this completes the induction argument. �

As a consequence of the above result, we can state the following estimate.

Proposition 3.1.3 For every f ∈ C2(R) we have

‖Sk,bnf − f‖ ≤ ‖a2‖‖f ′′‖
6

k

n2
. (3.1.10)

Proof. Let f ∈ C2(R); for every x, t ∈ R we can write

f(t) − f(x) = f ′(x) (t− x) +
1

2
f ′′(ξt)(t− x)2

with ξt between t and x.
Then

S1,bf(x) − f(x) =
1

2b

∫ x+b

x−b
(f(t) − f(x))dt

= f ′(x)
1

2b

∫ x+b

x−b
(t− x)dt+

1

2b

∫ x+b

x−b

1

2
f ′′(ξt)(t− x)2dt

=
1

2b

∫ x+b

x−b

1

2
f ′′(ξt)(t− x)2dt

and

|S1,bf(x) − f(x)| ≤ 1

2
sup

t∈[x−b,x+b]
|f ′′(t)| 1

2b

∫ x+b

x−b
(t− x)2dt

=
b2

3!
sup

t∈[x−b,x+b]
|f ′′(t)| .
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Letting b := bn(x) = a(x)/n and taking into account that f ′′ and a are
bounded we can write

|S1,bnf(x) − f(x)| ≤ 1

n2

a(x)2

3!
sup

t∈[x−bn(x),x+bn(x)]
|f ′′(t)| , (3.1.11)

and since f ∈ C(R) and a ∈ C(R)

|S1,bnf(x) − f(x)| ≤ ‖a2‖‖f ′′‖
6

1

n2
.

Finally, from Proposition 3.1.2, we get

‖Sk,bnf − f‖ ≤ k ‖S1,bnf − f‖ ≤ ‖a2‖‖f ′′‖
6

k

n2
.

�

Under the following further hypothesis on a

∃ δ > 0, ∃M > 0 : sup
x,y∈R

|x−y|≤δ

a2(x)

a2(y)
≤M , (3.1.12)

we can have (3.1.10) in terms of the operator A,

Proposition 3.1.4 If condition (3.1.12) holds, then for every f ∈ D(A),
we have

‖Sk,bnf − f‖ ≤M‖Af‖ k
n2

.

Proof. From (3.1.11) we have

|S1,bnf(x) − f(x)| ≤ 1

n2

a(x)2

3!
sup

t∈[x−bn(x),x+bn(x)]
|f ′′(t)| (3.1.13)

=
1

n2

a(x)2

3!
|f ′′(ξ)| =

1

n2

|a2(ξ)f ′′(ξ)|
6

a2(x)

a2(ξ)
≤ ‖Af‖

n2

(

a(x)

a(ξ)

)2

,

for some ξ ∈ [x − a(x)/n, x + a(x)/n], that is |ξ − x| ≤ ‖a‖
n . If we choose

n such that |ξ − x| ≤ δ from condition (3.1.12) we have
(

a(x)
a(ξ)

)2
≤ M and

from (3.1.13)

|S1,bnf(x) − f(x)| ≤M
‖Af‖
n2

.

Finally, from Proposition 3.1.2, we get

‖Sk,bnf − f‖ ≤ k ‖S1,bnf − f‖ ≤M‖Af‖ k

n2
.

�
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Corollary 3.1.5 For every f ∈ C2(R),

‖Ln(f) − f‖ ≤ ‖a2‖‖f ′′‖
6

1

n
.

Corollary 3.1.6 If condition (3.1.12) holds, then for every f ∈ D(A), we
have

‖Ln(f) − f‖ ≤M‖Af‖ 1

n
.

From the above results, we also obtain the following approximation prop-
erties of the sequence (Ln)n≥1.

Theorem 3.1.7 For every f ∈ C(R), we have

lim
n→+∞

Ln(f) = f uniformly on R .

Proof. Indeed, it is clear that the uniform convergence of (Ln(f))n≥1 to f
holds true for every f ∈ C2(R). Since C2(R) is dense in C(R) and (Ln)n≥1

is a sequence of positive contractions, the proof is complete. �

Our next aim is to obtain a quantitative Voronovskaja-type formula for
Steklov operators. We begin with some properties of independent interest.

Proposition 3.1.8 For every f ∈ C2(R) we have

∥

∥

∥

∥

∥

1

n

n−1
∑

k=0

Sk,bn(f) − f

∥

∥

∥

∥

∥

≤ ‖a2‖‖f ′′‖
12

1

n
.

Proof. Let f ∈ C2(R) using Proposition 3.1.3, for every x ∈ R we can
write

∣

∣

∣

∣

∣

1

n

n−1
∑

k=0

Sk,bnf(x) − f(x)

∣

∣

∣

∣

∣

=
1

n

∣

∣

∣

∣

∣

n−1
∑

k=0

(Sk,bnf(x) − f(x))

∣

∣

∣

∣

∣

≤ 1

n

n−1
∑

k=0

|Sk,bnf(x) − f(x)|

≤ 1

n

n−1
∑

k=0

‖a2‖‖f ′′‖
6

k

n2
=

‖a2‖‖f ′′‖
6n3

n−1
∑

k=0

k

=
‖a2‖‖f ′′‖

6n3

n(n− 1)

2

and this completes the proof. �
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Proposition 3.1.9 If condition (3.1.12) holds, then for every f ∈ D(A),
we have

∥

∥

∥

∥

∥

1

n

n−1
∑

k=0

Sk,bn(f) − f

∥

∥

∥

∥

∥

≤M
‖Af‖

2

1

n
.

Proposition 3.1.10 For every f ∈ C(R) we have

lim
n→+∞

1

n

n−1
∑

k=0

Sk,bn(f) = f

uniformly on R.

Proof. If follows from the density of C2(R) into C(R) and from Proposition
3.1.8 �

Finally, we shall need the following lemma.

Lemma 3.1.11 We have

1. Sn,bn1(x) − 1 = 0 ,

2. Sn,bn(id − x)(x) = 0 ,

3. Sn,bn(id − x)2(x) =
1

3n

(

1

n

n−1
∑

i=0

Si,bn(a2)(x)

)

,

4. |Sn,bn((id − x)4)(x)| ≤ 1

n2

∥

∥a2
∥

∥

2

3
.

Proof. We have already evaluated Sn,bn at the functions 1, id and id2, then
a straightforward computations gives 1 , 2 and 3 .
Now, we also observe that

Sn,bn(id3)(x) = x3 +
n−1
∑

k=0

Sk,bn(id · b2n)(x) ,

Sn,bn(id4)(x) = x4 + 2

n−1
∑

k=0

Sk,bn(id2 · b2n)(x) +
1

5

n−1
∑

k=0

Sk,bn(b4n)(x) .
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At this point we can easily evaluate Sn,bn

(

(id − x)4
)

(x) and obtain

Sn,bn((id − x)4)(x) = Sn,bn(id4)(x) − 4xSn,bn(id3)(x) + 6x2Sn,bn(id2)(x)

−4x3Sn,bn(id)(x) + x4

= x4 + 2

n−1
∑

k=0

Sk,bn(id2 · b2n)(x) +
1

5

n−1
∑

k=0

Sk,bn(b4n)(x)

−4x

(

x3 +

n−1
∑

k=0

Sk,bn(id · b2n)(x)

)

+6x2

(

x2 +
1

3

n−1
∑

k=0

Sk,bn(b2n)(x)

)

− 4x3x+ x4

= 2

n−1
∑

k=0

Sk,bn(id2 · b2n)(x) − 4x

n−1
∑

k=0

Sk,bn(id · b2n)(x)

+2x2
n−1
∑

k=0

Sk,bn(b2n)(x) +
1

5

n−1
∑

k=0

Sk,bn(b4n)(x)

=
2

n2

n−1
∑

k=0

Sk,bn(id2 · a2)(x) − 4x
1

n2

n−1
∑

k=0

Sk,bn(id · a2)(x)

+2x2 1

n2

n−1
∑

k=0

Sk,bn(a2)(x) +
1

5n2

1

n2

n−1
∑

k=0

Sk,bn(a4)(x) .

Consequently,

Sn,bn((id − x)4)(x) =
2

n2

n−1
∑

k=0

Sk,bn((id − x)2 · a2)(x) +
1

5n4

n−1
∑

k=0

Sk,bn(a4)(x) .

As regards the first term, for every k = 1, . . . , n− 1, we have

∣

∣Sk,bn((id − x)2 · a2)(x)
∣

∣ ≤
∥

∥a2
∥

∥

∣

∣Sk,bn((id − x)2)(x)
∣

∣

=
∥

∥a2
∥

∥

1

3n2

k−1
∑

i=0

Si,bn(a2)(x) ≤
∥

∥a2
∥

∥

2 k

3n2

and consequently

∣

∣

∣

∣

∣

2

n2

n−1
∑

k=0

Sk,bn((id − x)2 · a2)(x)

∣

∣

∣

∣

∣

≤ 2

3n4

∥

∥a2
∥

∥

2
n−1
∑

k=1

k =
n(n− 1)

3n4

∥

∥a2
∥

∥

2
;

since a4 ∈ C(R) and Sk,bn are positive contractions on C(R) with respect to
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the uniform norm, we can write

|Sn,bn((id − x)4)(x)| ≤ n(n− 1)

3n4

∥

∥a2
∥

∥

2
+

1

5n4

n−1
∑

k=0

‖a4‖

=

(

1

n2
− 1

n3

)

∥

∥a2
∥

∥

2

3
+

1

n3

‖a4‖
5

=
1

n2

∥

∥a2
∥

∥

2

3
+

1

n3

(

‖a4‖
5

−
∥

∥a2
∥

∥

2

∞
3

)

≤ 1

n2

∥

∥a2
∥

∥

2

3
.

�

Theorem 3.1.12 (Voronovskaja-type formula)
For every f ∈ C2(R) we have

lim
n→∞

n (Lnf − f) =
a2

6
f ′′ .

Proof. Let f ∈ C2(R); we apply Theorem 2.2.2, taking hn = 1
n . The oper-

ators Anf(x) became n1
2Ln((id−x)2)(x)f ′′(x) = 1

6n

∑n−1
k=0 Sk,bn(a2)(x)f ′′(x)

which converges uniformly with respect x ∈ R to 1
6a

2(x)f ′′(x) = Af(x) from
Proposition 3.1.10 and since f ∈ C2(R). On the other hand Ln1 − 1 = 0
and from Lemma 3.1.11 hypothesis (2.2.2,3) is also satisfied. Finally since
f ∈ C2(R), the second-order derivative is bounded and uniformly continu-
ous. �

In order to consider a quantitative version of the above Voronovskaja-
type formula we need to introduce the following space

C2,α(R) :=
{

f ∈ C2(R) | f ′′ ∈ Cα(R)
}

.

Theorem 3.1.13 If a2 ∈ C2(R) for every f ∈ C2,α(R) we have

‖n(Lnf − f) −Af‖ ≤ Ca
Mf

nα/2
, (3.1.14)

where Mf is the seminorm defined by

Mf := Lf ′′ + ‖f ′′‖ (3.1.15)

and Ca is a constant depending on a defined by

Ca := ‖a2‖max

{

1,
‖(a2)′′‖
72
√
n

}

. (3.1.16)
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Proof. Let f ∈ C2,α(R) and let ASn,bn
be the operator (2.2.2) obtained by

taking L = Sn,bn and which can be evaluated from Lemma 3.1.11,

ASn,bn
f(x) =

1

6

1

n

(

1

n

n−1
∑

i=0

Si,bn(a2)(x)

)

f ′′(x) ,

we have

|n(Lnf(x) − f(x)) −Af | ≤ |n(Lnf(x) − f(x) −ASn,bn
f(x)|

+|nASn,bn
f(x) −Af(x)| , (3.1.17)

in regard to the first term of the the righthand side using Theorem 2.2.1 end
Lemma 3.1.11 we have

|n(Lnf(x) − f(x) −ASn,bn
f(x)|

≤ Lf ′′

2

(

1

3n2

n−1
∑

i=0

Si,bn(a2)(x)

)α/2(

1

3

(

1

n

n−1
∑

i=0

Si,bn(a2)(x)

)

+

∥

∥a2
∥

∥

√
3

)

≤ Lf ′′

2

(‖a2‖
3n

)α/2
1 +

√
3

3
‖a2‖ .

As regards the second term of (3.1.17) from Proposition 3.1.8, since a2 ∈
C2(R), we have

|nASn,bn
f(x) −Af(x)| =

1

6
|f ′′(x)|

∣

∣

∣

∣

∣

1

n

n−1
∑

i=0

Si,bn(a2)(x) − a(x)

∣

∣

∣

∣

∣

≤ 1

6
‖f ′′‖‖a

2‖‖(a2)′′‖
12

1

n

≤ 1

72n
‖f ′′‖‖a2‖‖(a2)′′‖ .

Collecting the above inequalities we have

|n(Lnf(x) − f(x)) −Af |

≤ Lf ′′

2

(‖a2‖
3n

)α/2
1 +

√
3

3
‖a2‖ +

1

72n
‖f ′′‖‖a2‖‖(a2)′′‖

≤ ‖a2‖
(

Lf ′′

nα/2
+

‖f ′′‖‖(a2)′′‖
72n

)

≤ ‖a2‖
nα/2

(

Lf ′′ + ‖f ′′‖‖(a
2)′′‖

72
√
n

)

≤ Ca
Mf

nα/2

whereMf is the seminorm defined by (3.1.15) and Ca is a constant depending
on a defined by (3.1.16). �

Observe that for n large enough Ca is equal to ‖a2‖.
At this point we deepen the connection with the differential operator A.

We shall need the following core property of the operator (A,D(A)).
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Proposition 3.1.14 The space C2(R) is a core for (A,D(A)).

Proof. Let u ∈ D(A) and 0 < ε < 1. We show the existence of a function
v ∈ C2(R) such that

|u(x) − v(x)| ≤ ε , |Au(x) −Av(x)| ≤ ε , x ∈ R .

We argue only in the interval [0,+∞[ since the same argument can be applied
to ] −∞, 0]. Since u ∈ C(R) and

lim
x→+∞

Au(x) = 0 , lim
x→+∞

a(x) = 0 ,

we can find c > 0 such that

|u(x) − ℓ| < ε , |Au(x)| < ε , a(x)2 < ε , x ≥ c ,

where ℓ := limx→+∞ u(x).
We observe that lim infx→+∞ u′(x) ≤ 0 ≤ lim supx→+∞ u′(x), otherwise

we could not have u ∈ C(R); consequently, we can choose x0 > c such that
|u′(x0)| ≤ ε. Now, we consider δε > 0 such that

a(x)2

a(x0)2
≤ 2 , x ∈ [x0, x0 + δε]

and define

h1 := min

{√
ε,

ε

|u′′(x0)| + 1
, δε

}

, h2 := 3
√
ε .

We put, for simplicity,

x1 := x0 + h1 , x3 := x1 + h2 ;

finally, we consider x1 < x2 < x3, and define

M := −2u′(x0)

h2
− u′′(x0)

h1

h2
,

and the functions w2, w1, w : [x0, x3] → R by setting, for every x ∈ [x0, x3],

w2(x) :=







































u′′(x0)
x1 − x

x1 − x0
, x ∈ [x0, x1] ,

M
x− x1

x2 − x1
, x ∈]x1, x2[ ,

M
x3 − x

x3 − x2
, x ∈ [x2, x3] ,

w1(x) := u′(x0) +

∫ x

x0

w2(t) dt ,

w(x) := u(x0) +

∫ x

x0

w1(t) dt .
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We easily get w(x0) = u(x0), w
′(x0) = w1(x0) = u′(x0) and w′′(x0) =

w2(x0) = u′′(x0) and further

w′′(x3) = w2(x3) = 0

and

w′(x3) = u′(x0) +

∫ x1

x0

w2(t)dt +

∫ x2

x1

w2(t)dt +

∫ x3

x2

w2(t)dt

= u′(x0) +
1

2
(x1 − x0)u

′′(x0) +
1

2
(x2 − x1)M +

1

2
(x3 − x2)M

= u′(x0) +
1

2
(x1 − x0)u

′′(x0) +
1

2
(x3 − x1)M

which yields w′(x3) = 0 from the definition of M .
Moreover, we observe that h1 ≤ √

ε, h1|u′′(x0)| ≤ ε, h2|M | ≤ 3ε and
|M | ≤ √

ε. Hence we obtain

sup
x∈[x0,x1]

|w′(x)| ≤ |w′(x0)|+ (x1 − x0) sup
x∈[x0,x1]

|w′′(x)| ≤ |u′(x0)|+ h1|u′′(x0)|

and consequently

sup
x∈[x1,x3]

|w′(x)| ≤ |w′(x1)| + (x3 − x1) sup
x∈[x1,x3]

|w′′(x)|

≤ |u′(x0)| + h1|u′′(x0)| + h2|M | ;

therefore, in any case
sup

x∈[x0,x3]
|w′(x)| ≤ 5ε

and this implies

sup
x∈[x0,x3]

|w(x) − w(x0)| ≤ (h1 + h2) sup
x∈[x0,x3]

|w′(x)| ≤ 20ε
√
ε .

We conclude that

sup
x∈[x0,x3]

|w(x) − u(x)| ≤ sup
x∈[x0,x3]

|w(x) − w(x0)| + sup
x∈[x0,x3]

|u(x) − u(x0)|

≤ 20ε
√
ε+ 2ε ,

and

sup
x∈[x0,x3]

|a(x)2 w′′(x)| ≤ sup
x∈[x0,x1]

|a(x)2 w′′(x)| + sup
x∈[x1,x3]

|a(x)2 w′′(x)|

≤ sup
x∈[x0,x1]

|a(x)2 u′′(x0)| + sup
x∈[x1,x3]

|a(x)2M |

≤ sup
x∈[x0,x1]

a(x)2

a(x0)2
|a(x0)

2 u′′(x0)| + ε
√
ε

≤ 12ε + ε
√
ε .
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At this point it is clear that the function v : [0,+∞[→ R defined by
setting

v(x) :=







u(x) , 0 ≤ x < x0 ,
w(x) , x0 ≤ x ≤ x3 ,
w(x3) , x3 < x ,

is in C2([0,+∞]) and satisfies the required properties. �

We have the following main result.

Theorem 3.1.15 The operator (A,D(A)) generates a C0-semigroup (T (t))t≥0

of positive contractions in C(R) and, for every t ≥ 0 and for every sequence
(k(n))n≥1 of positive integers satisfying limn→+∞ k(n)/n = t, we have

T (t) = lim
n→+∞

Lk(n)
n strongly on C(R) , (3.1.18)

moreover if a2 ∈ C2(R), for every f ∈ C2,α(R) we have

∥

∥

∥T (t)u− Lk(n)
n u

∥

∥

∥ ≤t CaMf

nα/2
+

(

∣

∣

∣

∣

k(n)

n
− t

∣

∣

∣

∣

+

√

2

π

√

k(n)

n

)

×
(

‖Af‖ +
CaMf

nα/2

)

(3.1.19)

and choosing k(n) = [nt]

∥

∥

∥T (t)u− L[nt]
n u

∥

∥

∥ ≤ t
CaMf

nα/2
+

1√
n

(

1√
n

+

√

2t

π

)

(

‖Af‖ +
CaMf

nα/2

)

.

(3.1.20)

Proof. We already know that the operator (A,D(A)) generates a C0-
semigroup (T (t))t≥0 of contractions and hence, for every λ > 0, the range
(λ−A)(D(A)) coincides with C(R) . Moreover, by Proposition 3.1.14, C2(R)
is a core for (A,D(A)) and therefore (λ−A)(C2(R)) is dense in C(R). Hence
we can apply Trotter’s approximation theorem [70] and obtain that the clo-
sure of the operator arising from the Voronovskaja-formula (Theorem 3.1.12)
generates a C0-semigroup represented by (3.1.18). Finally, this closure co-
incides with (A,D(A)) by the core property of C2(R). The positivity of the
semigroup is a consequence of the representation (3.1.18).

At this point we can apply Theorem 1.1.2. From Theorem 3.1.13 follows
that the seminorms are given by ψn(f) = Ca

Mf

nα/2 and ϕn(f) = ‖Af‖ +

Ca
Mf

nα/2 , then taking into account that the growth bound of (T (t))t≥0 is
equal to 0 and every T (t) is a linear contraction, i.e. ω = 0 and M = 1,
the estimates (3.1.19) and (3.1.20) follow directly from (1.1.10) and (1.1.11),
and this completes the proof. �



52 Chapter 3: Steklov operators

3.2 Steklov operators on bounded intervals

In this section we show how Steklov operators can be considered even in
spaces of continuous functions on a bounded interval. For the sake of sim-
plicity, we shall consider only the case of the interval [0, 1]. Also in this
case we can construct a suitable sequence of positive Steklov type operators
which can be associated with the differential operator A : D(A) → C([0, 1])
defined by

Au(x) :=
1

6
a(x)2 u′′(x) , u ∈ D(A) , x ∈ [0, 1] , (3.2.1)

on the domain

D(A) := {u ∈ C([0, 1]) ∩ C2(]0, 1[) | a2u′′ ∈ C([0, 1])} , (3.2.2)

where a ∈ C([0, 1]) is strictly positive on ]0, 1[ and

a(x) = O(x(1 − x)) , as x→ 0, 1 (3.2.3)

(hence a(0) = a(1) = 0).
It is straightforward to check that 0 and 1 are natural endpoints and

therefore the maximal domain D(A) coincides with the following Ventcel’s
domain

DV (A) := {u ∈ C([0, 1]) ∩C2(]0, 1[) | lim
x→0,1

a2(x)u′′(x) = 0} .

Condition (3.2.3) also ensures that

bn(x) :=
a(x)

n
≤ 1

2
−
∣

∣

∣

∣

x− 1

2

∣

∣

∣

∣

for n large enough and consequently for such integers the integral mean
operators Mbn : L1

loc(0, 1) → C(]0, 1[)

Mbnf(x) =
1

2bn(x)

∫ x+bn(x)

x−bn(x)
f(t) dt (3.2.4)

are well-defined together with all their iterates. Observe that if f ∈ C([0, 1])
then we can use the convention Mbnf(0) = f(0) and Mbnf(1) = f(1) and
consider Mbn as an operator acting on C([0, 1]).

Now, consider the operators Ln := Sn,bn : C([0, 1]) → C([0, 1]).
We have the following properties:

i) Ln1(x) = 1,

ii) Lnid(x) = x,
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iii) Ln(id2)(x) = x2+1
3

∑n−1
i=0 Si,bn(b2n)(x) = x2+ 1

3n

(

1
n

∑n−1
i=0 Si,bn(a2)(x)

)

.

Since |Mbn(a2)(x)| ≤ ‖a2‖ we have that | 1n
∑n−1

k=0 Sk,bn(a2)(x)| ≤ n‖a2‖/n =
‖a2‖, and therefore

lim
n→∞

Ln(id2) = id2

uniformly on [0, 1]. From the classical first Korovkin’s theorem [9, Theorem
4.2.7], we obtain the following result.

Theorem 3.2.1 For every f ∈ C([0, 1]),

lim
n→+∞

Ln(f) = f uniformly with respect to x ∈ [0, 1] .

As in the previous section, we can state the following results.

Proposition 3.2.2 We have the following properties:

1. For every f ∈ C2([0, 1]), there exists a constant Cf > 0, depending on
f , such that for every n ≥ 1

‖Sk,bn(f) − f‖ ≤ Cf
k

n2
.

2. For every f ∈ C([0, 1]) we have

lim
n→+∞

1

n

n−1
∑

k=0

Sk,bn(f) = f

uniformly on [0, 1].

3. We have

|Sn,bn((id − x)4)(x)| ≤ 1

n2

‖a2‖2

3
for every x ∈ [0, 1] .

Proof. As regards the first property, we can reason as in Proposition 3.1.4
and obtain

Cf =
1

6
‖α2‖‖f ′′‖ .

Property 2) follows from the density of C2([0, 1]) in C([0, 1]) and the
analogous result in the previous section.

Finally, property 3) can be shown in the same way as in Lemma 3.1.11.
�

At this point we can state the following Voronovskaja-type formula and
its quantitative version; the proof is similar to that of Theorem 3.1.12 and
3.1.13 and for the sake of brevity we shall omit it.
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Theorem 3.2.3 (Voronovskaja-type formula)
For every f ∈ C2([0, 1]) we have

lim
n→∞

n (Ln(f) − f) =
a2

6
f ′′ .

Theorem 3.2.4 (Quantitative Voronovskaja formula for Steklov op-
erators)
If a2 ∈ C2([0, 1]) for every f ∈ C2,α([0, 1]) we have

‖n (Ln(f) − f)−Af‖ ≤ Ca
Mf

nα/2
.

where Mf is the seminorm defined by

Mf := Lf ′′ + ‖f ′′‖
and Ca is a constant depending on a defined by

Ca := ‖a2‖max

{

1,
‖(a2)′′‖
72
√
n

}

.

We already know that the operator (A,D(A)) generates a C0-semigroup
(T (t))t≥0 of contractions (see, e.g., [44] or [48, Chapter VI, Section 4]) and
hence, for every λ > 0, the range (λ − A)(D(A)) coincides with C([0, 1]).
If C2([0, 1]) is a core for (A,D(A)), then (λ − A)(C2([0, 1])) is dense in
C([0, 1]) and we can apply Trotter’s approximation theorem, which yields
the representation of the semigroup (T (t))t≥0 in terms of iterates of the
operators Ln with the same arguments of the preceding section. In some
particular cases, it can be easily proved that C2([0, 1]) is a core for (A,D(A)).

Theorem 3.2.5 Assume that

a(x) = Cx(1 − x) , 0 ≤ x ≤ 1 ,

for a suitable constant C > 0. Then, the space C2([0, 1]) is a core for
(A,D(A)) and, for every t ≥ 0 and for every sequence (k(n))n≥1 of positive
integers satisfying limn→+∞ k(n)/n = t, we have

T (t) = lim
n→+∞

Lk(n)
n strongly on C([0, 1]) , (3.2.5)

moreover if f ∈ C2,α([0, 1]) we have

∥

∥

∥
T (t)f − Lk(n)

n f
∥

∥

∥
≤ t

CaMf

nα/2
+

(

∣

∣

∣

∣

k(n)

n
− t

∣

∣

∣

∣

+

√

2

π

√

k(n)

n

)

(

‖Af‖ +
CaMf

nα/2

)

(3.2.6)
and choosing k(n) = [nt]

∥

∥

∥T (t)f − L[nt]
n f

∥

∥

∥ ≤ t
CaMf

nα/2
+

1√
n

(

1√
n

+

√

2t

π

)

(

‖Af‖ +
CaMf

nα/2

)

.

(3.2.7)
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Proof. The core property is well-known (see e.g. [26, Lemma 1.2]). Hence,
we can apply Trotter’s approximation theorem [70] and obtain the represen-
tation (3.2.5).

At this point estimates (3.2.6) and (3.2.7) follows from Theorem 1.1.2
taking into account of quantitative version of voronovskaja’s formula ob-
tained in Theorem 3.2.4 and this completes the proof. �
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3.3 Steklov operators in weighted spaces

In this section we consider Steklov operators on the space

Cw(R) := {f ∈ C(R) | f · w ∈ C(R)} ,

where w : R → R is a strictly positive continuous real function which tends
to 0 at the points ±∞. The space Cw(R) is endowed with the norm

‖f‖w := sup
x∈R

|f(x) · w(x)| (= ‖f · w‖) , f ∈ Cw(R) .

In order to present a unified treatment we consider weight functions w
having the form

w(x) :=
1

1 + |x|p , x ∈ R ,

with p ≥ 2 fixed, even if some partial results can be established in a more
general setting.

Let a ∈ C(R) be a strictly positive function satisfying

id · a ∈ C(R) (3.3.1)

and consider the differential operator Aw : D(Aw) → Cw(R) defined by

Awu(x) :=
1

6
a(x)2 u′′(x) , u ∈ D(Aw) , x ∈ R , (3.3.2)

on the following maximal domain

D(Aw) := {u ∈ Cw(R) ∩ C2(R) | Awu ∈ Cw(R)} .

We need to assume the following additional condition on a

∃ δ > 0, ∃ M > 0 : sup
x,y∈R

|x−y|<δ

a(x)2

(1 + |x|) a(y)2 ≤M , (3.3.3)

which is obviously satisfied if there exist q ≥ 1 and C1, C2 > 0 such that,
for every x ∈ R,

C1

1 + |x|q+1
≤ a(x)2 ≤ C2

1 + |x|q .

We can define bn := a/n and consider the operator Sn,bn .
Different properties of Steklov operators are based on the behavior of the

function ωn : R → R defined by setting, for every x ∈ R,

ωn(x) :=
w(x)

2bn(x)

∫ x+bn(x)

x−bn(x)

1

w(t)
dt .

We have the following result.
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Proposition 3.3.1 There exists a constant Cω > 0 such that

‖ωn − 1‖ ≤ Cω

n2
.

Proof. The property is obviously true on a neighborhood [−δ, δ] of 0, hence
by symmetry we can prove it only in the interval [δ,+∞[. Since p ≥ 2, we
have 1/w ∈ C2(]0,+∞[) and for every x, t > 0 we can write

1

w(t)
− 1

w(x)
=

(

1

w(x)

)′

(t− x) +
1

2

(

1

w(ξt)

)′′

(t− x)2

for a suitable ξt in the interval with endpoints t and x.
Now, let x ≥ δ and set for simplicity b = bn(x) = a(x)/n; for n enough

large we can assume that the interval of integration in the definition of the
n-th Steklov operator is contained in ]0,+∞[ and consequently

∣

∣

∣

∣

S1,b

(

1

w

)

(x) − 1

w(x)

∣

∣

∣

∣

=

∣

∣

∣

∣

1

2b

∫ x+b

x−b

(

1

w(t)
− 1

w(x)

)

dt

∣

∣

∣

∣

=
∣

∣

∣

(

1

w(x)

)′

1

2b

∫ x+b

x−b
(t− x)dt

+
1

2b

∫ x+b

x−b

1

2

(

1

w(ξt)

)′′

(t− x)2dt
∣

∣

∣

=

∣

∣

∣

∣

∣

1

2b

∫ x+b

x−b

1

2

(

1

w(ξt)

)′′

(t− x)2dt

∣

∣

∣

∣

∣

≤ 1

2b

∫ x+b

x−b

∣

∣

∣

∣

1

2
p(p− 1)ξp−2

t (t− x)2
∣

∣

∣

∣

dt

≤ 1

2b

1

2
p(p− 1)(x + b)p−2

∫ x+b

x−b
(t− x)2dt

=
b2

6
p(p− 1)(x+ b)p−2 .

Hence, we can conclude that

|ωn(x) − 1| =

∣

∣

∣

∣

w(x)S1,bn

(

1

w

)

(x) − w(x)
1

w(x)

∣

∣

∣

∣

= w(x)

∣

∣

∣

∣

S1,b

(

1

w

)

(x) − 1

w(x)

∣

∣

∣

∣

≤ 1

1 + xp

1

n2

a(x)2

6
p(p− 1)

(

x+
a(x)

n

)p−2

≤ 1

1 + xp

1

6n2
‖a‖2p(p− 1) (x+ ‖a‖)p−2

≤ Cω

n2
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and this completes the proof. �

From the preceding result, we have ωn ≤ 1+Cω/n
2 and consequently we

can find a constant Cw > 0 such that, for every n ≥ 1,

‖ωn‖n ≤ Cw . (3.3.4)

Therefore, taking into account that, for every f ∈ Cw(R) and x ∈ R, we
have

|w(x)S1,bnf(x)| =

∣

∣

∣

∣

∣

w(x)
1

2bn(x)

∫ x+bn(x)

x−bn(x)
f(t)w(t)

1

w(t)
dt

∣

∣

∣

∣

∣

≤ ‖ωn‖ ‖f‖w .

Arguing by induction on the integer n ≥ 1 we get, for every f ∈ Cw(R),

‖Sn,bn(f)‖w ≤ ‖ωn‖n ‖f‖w ≤ Cw ‖f‖w (3.3.5)

and we conclude that the operators Sn,bn are equibounded.

Remark 3.3.2 The operators Sn,bn map the space Cw(R) into itself.
Indeed, let f ∈ Cw(R); on a neighborhood of +∞ we have

w(x)S1,bnf(x) =
w(x)

2bn(x)

∫ x+bn(x)

x−bn(x)
f(t) dt = w(x) f(ξx) =

w(x)

w(ξx)
w(ξx) f(ξx) ,

for a suitable ξx ∈]x−bn(x), x+bn(x)[; taking the limit as x→ +∞ we have
ξx → +∞ and consequently w(ξx) f(ξx) tends to a finite limit; moreover
limx→+∞w(x)/w(ξx) = 1 since

1 + (x− bn(x))p

1 + xp
≤ w(x)

w(ξx)
≤ 1 + (x+ bn(x))p

1 + xp
.

Now, a simple induction argument yields the existence of a finite limit of
Sn,bnf(x) at the point +∞.

A similar argument can be applied on a neighborhood of −∞ and hence
the property is completely established. �

As a consequence, we may now consider the operators Lw,n : Cw(R) →
Cw(R) defined by

Lw,nf(x) := Sn,bnf(x) , f ∈ Cw(R) , x ∈ R . (3.3.6)

Observe that the operators Lw,n are equibounded and satisfy ‖Lw,n‖ ≤
Cw for every n ≥ 1.

Proposition 3.3.3 For every f ∈ Cw(R), k ≥ 1 and x ∈ R,

‖Sk,bn(f) − f‖w ≤ ‖S1,bn(f) − f‖w

k−1
∑

i=0

‖ωn‖i . (3.3.7)
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Proof. We argue by induction on the integer k ≥ 1. If k = 1 then (3.3.7)
is obviously true. Now, assume that (3.3.7) holds for k ≥ 1. We have

|w(x)(Sk+1,bnf(x) − f(x))|
≤ |w(x)S1,bn(Sk,bnf − f)(x)| + |w(x)(S1,bnf(x) − f(x))|
≤ ‖ωn‖ ‖Sk,bn(f) − f‖w + ‖S1,bn(f) − f‖w

≤ ‖ωn‖
k−1
∑

i=0

‖ωn‖i‖S1,bn(f) − f‖w + ‖S1,bn(f) − f‖w

≤
k
∑

i=0

‖ωn‖i‖S1,bn(f) − f‖w

and this completes the induction argument. �

In the sequel we need to introduce the space

C2
w(R) := {f ∈ Cw(R) ∩ C2(R) | f ′′ ∈ Cw(R)} .

Proposition 3.3.4 For every f ∈ C2
w(R) and for every x ∈ R

‖S1,bn(f) − f‖w ≤ C
‖a2‖‖f ′′‖w

n2
, (3.3.8)

where C > 0 is a suitable constant depending on a and the weight w.

Proof. Let f ∈ C2
w(R); for every x, t ∈ R, we can write

f(t) − f(x) = f ′(x) (t− x) +
1

2
f ′′(ξt)(t− x)2

with ξt in the interval with endpoints t and x.
Then

S1,bnf(x) − f(x) =
1

2bn(x)

∫ x+bn(x)

x−bn(x)
(f(t) − f(x))dt

= f ′(x)
1

2bn(x)

∫ x+bn(x)

x−bn(x)
(t− x)dt+

1

2bn(x)

∫ x+bn(x)

x−bn(x)

1

2
f ′′(ξt)(t− x)2dt

=
1

2bn(x)

∫ x+bn(x)

x−bn(x)

1

2
f ′′(ξt)(t− x)2dt

and

|S1,bn(x)f(x) − f(x)| ≤ 1

2
sup

t∈[x−bn(x),x+bn(x)]
|f ′′(t)| 1

2bn(x)

∫ x+bn(x)

x−bn(x)
(t− x)2dt

=
bn(x)2

6
sup

t∈[x−bn(x),x+bn(x)]
|f ′′(t)| .
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Observe that the functions w f ′′ and a are bounded and consequently,
since

sup
t∈[x−bn(x),x+bn(x)]

|w(x)|
|w(t)| ≤ 1 + (|x| + ‖a‖)p

1 + |x|p ,

the function sup
t∈[x−bn(x),x+bn(x)]

|w(x)|
|w(t)| is bounded as well. Hence, we can write

|S1,bnf(x) − f(x)|w ≤ 1

n2

a(x)2

6
w(x) sup

t∈[x−bn(x),x+bn(x)]
|f ′′(t)|

≤ 1

n2

a(x)2

6
sup

t∈[x−bn(x),x+bn(x)]

|w(x)|
|w(t)| sup

t∈[x−bn(x),x+bn(x)]
|w(t)f ′′(t)|

≤ C
‖a2‖‖f ′′‖w

6n2
,

where C := supx∈R

1+(|x|+‖a‖)p

1+|x|p . �

Proposition 3.3.5 For every f ∈ C2
w(R) we have

∥

∥

∥

∥

∥

1

n

n−1
∑

k=0

Sk,bn(f) − f

∥

∥

∥

∥

∥

w

≤ C
‖a2‖‖f ′′‖w

n
; ,

where C > 0 is a suitable constant depending on a and the weight w.
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Proof. We can apply Propositions 3.3.3, 3.3.4 and 3.3.1 and obtain
∥

∥

∥

∥

∥

1

n

n−1
∑

k=0

Sk,bn(f) − f

∥

∥

∥

∥

∥

w

≤ 1

n

n−1
∑

k=0

∥

∥Sk,bn(x)(f) − f
∥

∥

w

≤ 1

n
‖S1,bn(f) − f‖w

n−1
∑

k=0

k−1
∑

i=0

‖ωn‖i

≤ C
‖a2‖‖f ′′‖w

6n2

1

n

n−1
∑

k=0

k−1
∑

i=0

(1 + Cω
1

n2
)i

= C
‖a2‖‖f ′′‖w

6Cω

(

n

Cω

((

1 +
Cω

n2

)n

− 1

)

− 1

)

= C
‖a2‖‖f ′′‖w

6Cω

(

n

Cω

(

n
∑

k=0

(

n

k

)(

Cω

n2

)k

− 1

)

− 1

)

= C
‖a2‖‖f ′′‖w

6Cω

×
(

n

Cω

(

1 +
Cω

n
+
n− 1

2

C2
ω

n3
+

n
∑

k=3

(

n

k

)(

Cω

n2

)k

− 1

)

− 1

)

= C
‖a2‖‖f ′′‖w

6Cω

(

n− 1

2

Cω

n2
+

n

Cω

n
∑

k=3

(

n

k

)(

Cω

n2

)k
)

≤ C
‖a2‖‖f ′′‖w

6

(

1

2n
+

n
∑

k=3

(

n

k

)

Ck−2
ω

n2k−1

)

,

we have
∑n

k=3

(n
k

)

Ck−2
ω

n2k−1 ≤ C1

2n , where C1 depend on the weight w, and the
proof is complete.
�

If condition (3.1.12) on a holds we can establish some quantitative results
similar to the unweighted case.

Proposition 3.3.6 If condition (3.1.12) holds, then we have the following
properties:

1. For every f ∈ D(Aw) we have

‖S1,bn(f) − f‖w ≤ C
‖Af‖w

n2
,

where C > 0 is a suitable constant depending on a and the weight w.

2. For every f ∈ D(Aw) we have
∥

∥

∥

∥

∥

1

n

n−1
∑

k=0

Sk,bn(f) − f

∥

∥

∥

∥

∥

w

≤ C
‖Af‖w

n
,
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where C > 0 is a suitable constant depending on a and the weight w.

At this point, we can state the following main results.

Theorem 3.3.7 For every f ∈ Cw(R), we have

lim
n→+∞

Lw,n(f) = f

with respect to the norm ‖ · ‖w.

Proof. Since C2
w(R) is dense in Cw(R) we can apply Propositions 3.3.3,

3.3.4 and 3.3.1 and obtain

‖Lw,n(f) − f‖w ≤ ‖S1,bn(f) − f‖w

n
∑

i=0

‖ωn‖i

≤ C
‖a2‖‖f ′′‖w

6n2

n−1
∑

i=0

‖ωn‖i

≤ C
‖a2‖‖f ′′‖w

6n2

n−1
∑

i=0

(

1 +
Cω

n2

)i

= C
‖a2‖‖f ′′‖w

6

1

C ω

((

1 +
Cω

n2

)n

− 1

)

.

Thus, it is enough to take the limit as n → +∞ and the proof is complete.
�

Theorem 3.3.8 (Weighted Voronovskaja-type formula)
For every f ∈ C2

w(R) we have

lim
n→∞

∥

∥

∥

∥

n (Lw,n(f) − f) − a2

6
f ′′
∥

∥

∥

∥

w

= 0 .

Proof. Let f ∈ C2
w(R); we apply Theorem 2.2.2, taking hn = 1

n . The oper-

ators Anf(x) become n
2Ln((id − x)2)(x)f ′′(x) = 1

6n

∑n−1
k=0 Sk,bn(a2)(x)f ′′(x)

which converge with respect the weighted norm to 1
6a

2(x)f ′′(x) = Af(x)
taking into account Proposition 3.1.10 and since f ∈ C2

w(R). On the other
hand Ln1− 1 = 0 and from Lemma 3.1.11 nLn((id− x)4) converges to zero
even with respect the weighted norm. Finally since f ∈ C2

w(R), the secon-
order derivative is bounded uniformly continuous with respect the weighted
norm. �

In order to obtain a quantitative estimate of the Voronovskaja’a formula
we need to consider the class of functions

C2,α
w (R) := {f ∈ C2

w(R) | wf ′′ ∈ Cα(R)} .
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Theorem 3.3.9 (Weighted quantitative Voronovskaja-type formula)

If a2 ∈ C2(R) for every f ∈ C2,α
w (R) we have

∥

∥

∥

∥

n (Lw,n(f) − f) − a2

6
f ′′
∥

∥

∥

∥

w

≤ Ca
Mf

nα/2
,

where Mf is the seminorm defined by

Mf = Lwf ′′ + ‖f ′′‖w (3.3.9)

and

Ca := ‖a2‖max

{

4

3
,
‖(a2)′′‖
72
√
n

}

. (3.3.10)

Proof. Let f ∈ C2,α
w (R); for every x, t ∈ R, we can write

f(t) − f(x) = f ′(x) (t− x) +
1

2
f ′′(x)(t− x)2 + η(t, x)(t − x)2 (3.3.11)

where η : R
2 → R satisfies η(t, x) = 1

2 (f ′′(ξ(t)) − f ′′(x)) for some ξ(t) ∈ [x, t].
Then

n (Lw,nf(x) − f(x)) = nSn,bn(f − f(x) · 1)(x)

= nSn,bn

(

f ′(x) (id − x) +
1

2
f ′′(x)(id − x)2 + η(id, x)(id − x)2

)

(x)

= n f ′(x)Sn,bn(id − x)(x) + n
1

2
f ′′(x)Sn,bn

(

(id − x)2
)

(x)

+nSn,bn

(

η(id, x)(id − x)2
)

(x)

= n
1

2
f ′′(x)Sn,bn

(

(id − x)2
)

(x) + nSn,bn

(

η(id, x)(id − x)2
)

(x) ,

and moreover

|w(x)(n (Lw,nf(x) − f(x)) −Af(x))|

≤
∣

∣

∣

∣

w(x)

(

n
1

2
f ′′(x)Sn,bn

(

(id − x)2
)

(x) −Af(x)

)∣

∣

∣

∣

+ |w(x)nSn,bn

(

η(id, x)(id − x)2
)

(x)| .

We can write

w(x)η(t, x) = w(x)(f ′′(ξ) − f ′′(x))

= w(ξ)f ′′(ξ) − w(x)f ′′(x) + w(x)f ′′(ξ) − w(ξ)f ′′(ξ)

=
(

w(ξ)f ′′(ξ) − w(x)f ′′(x)
)

+ f ′′(ξ)w(ξ)

(

w(x)

w(ξ)
− 1

)

,
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and then

|w(x)(n (Lw,nf(x) − f(x)) −Af(x))| (3.3.12)

≤
∣

∣

∣

∣

w(x)

(

n
1

2
f ′′(x)Sn,bn

(

(id − x)2
)

(x) −Af(x)

)∣

∣

∣

∣

(3.3.13)

+
∣

∣nSn,bn

( (

(w ◦ ξ)(f ′′ ◦ ξ) − w(x)f ′′(x)
)

(id − x)2
)

(x)
∣

∣

+

∣

∣

∣

∣

nSn,bn

(

(f ′′ ◦ ξ)(w ◦ ξ)
(

w(x)

w ◦ ξ − 1

)

(id − x)2
)

(x)

∣

∣

∣

∣

.

As regards the first addend, since a2 ∈ C2(R), from Proposition 3.1.8 we
have

∣

∣

∣

∣

w(x)f ′′(x)

(

1

2
nSn,bn((id − x)2)(x) − 1

6
a2(x)

)∣

∣

∣

∣

=

∣

∣

∣

∣

w(x)f ′′(x)
6

∣

∣

∣

∣

∣

∣

∣

∣

∣

1

n

n−1
∑

k=0

Sk,bn(a2)(x) − a2(x)

∣

∣

∣

∣

∣

≤ ‖f ′′‖w

6

‖a2‖‖(a2)′′‖
12n

=
‖f ′′‖w‖a2‖‖(a2)′′‖

72n
.

As regards the second term in (3.3.12) since f ∈ C2,α(R) and
|w(ξ)f ′′(ξ) − w(x)f ′′(x)| ≤ Lwf ′′ |ξ − x|α ≤ Lwf ′′ |t− x|α, we have

∣

∣nSn,bn

( (

(w ◦ ξ)(f ′′ ◦ ξ) − w(x)f ′′(x)
)

(id − x)2
)

(x)
∣

∣

≤ Lwf ′′nSn,bn

(

|id − x|2+α
)

(x) .

For every δ > 0 we have

|t− x|2+α ≤ δα

(

δ2 +
(t− x)4

δ2

)

;

choosing nδ2 = ‖a2‖ and taking into account Lemma 3.1.11 we obtain
∣

∣w(x)nSn,bn

(

η(id, x)(id − x)2
)

(x)
∣

∣ ≤ δα
(

nδ2 +
n

δ2
Sn,bn

(

(id − x)4
)

(x)
)

≤ Lwf ′′

nα/2
(‖a2‖ +

n2

‖a2‖Sn,bn

(

(id − x)4
)

(x))

≤ 4

3

Lwf ′′

nα/2
‖a2‖ .

As regards the last term in (3.3.12) using the Cauchy-Schwartz inequality
∣

∣

∣

∣

nSn,bn

(

(f ′′ ◦ ξ)(w ◦ ξ)
(

w(x)

w ◦ ξ − 1

)

(id − x)2
)

(x)

∣

∣

∣

∣

≤ n‖f ′′‖w

(

Sn,bn

(

(

w(x)

w ◦ ξ − 1

)2
)

(x)

)1/2
(

Sn,bn(id − x)4)(x)
)1/2

.
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In order to estimate the term Sn,bn

(

(

w(x)
w◦ξ − 1

)2
)

(x) we observe that

S1,bn

(

(

w(x)
w◦ξ − 1

)2
)

(x) =
(

w(x)
w(ξ(t0)) − 1

)2
for some t0 ∈ [x−bn(x), x+bn(x)];

since ξ0 := ξ(t0) ∈ [x, t0], it follows ξ0 ∈ [x− bn(x), x+ bn(x)]. Consequently
we have

(

w(x)

w(ξ0)
− 1

)2

=

(

1 + |ξ0|p
1 + |x|p − 1

)2

≤
(

1 + |x+ ‖α‖/n|p
1 + |x|p − 1

)2

=

( |x+ ‖α‖/n|p − |x|p
1 + |x|p

)2

≤ C

n2

in the case x ≥ 0; if x ≤ 0 we can argue similarly. From Proposition 3.1.2,
since w(x)

w◦ξ(x) − 1 = 0 we have

∥

∥

∥

∥

∥

Sn,bn

(

w(x)

w ◦ ξ − 1

)2
∥

∥

∥

∥

∥

≤ C

n
,

and from Lemma 3.1.11 the last term in (3.3.12) can be estimated as follows

∣

∣

∣

∣

nSn,bn

(

(f ′′ ◦ ξ)(w ◦ ξ)
(

w(x)

w ◦ ξ − 1

)

(id − x)2
)

(x)

∣

∣

∣

∣

≤ ‖f ′′‖w
C‖a2‖√

3

1√
n
.

Finally we have

|n(Lw,n(f)(x) − f(x) −Awf
′′(x)|

≤ Lwf ′′

nα/2

4‖a2‖
3

+
‖f ′′‖w‖a2‖‖(a2)′′‖

72n
+ ‖f ′′‖w

C‖a2‖√
3

1√
n

≤ Ca
Mf

nα/2
,

where Mf is the seminorm defined by (3.3.9) and Ca is a constant defined
by (3.3.10). �

The following lemma will allow us to state the core property of C2
w(R)

for (Aw,D(Aw)). Under additional assumptions and in different settings,
the core property has been considered also in [59, 13, 14, 8].

Lemma 3.3.10 For every u ∈ C2(R) and h ≥ 0, the following statements
are equivalent:

a) (wu)′′(x) = O(xh) (respectively, (wu)′′(x) = o(xh)) as x→ ±∞;

b) wu′′(x) = O(xh) (respectively, wu′′(x) = o(xh)) as x→ ±∞;

c) (wu′)′(x) = O(xh) (respectively, (wu′)′(x) = o(xh)) as x→ ±∞.
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Proof. Assume that (wu)′′(x) = O(xh) as x→ ±∞. Then, for every x ∈ R,
x 6= 0,

(wu′′)(x) = (wu)′′(x) + 2(wu)′(x)w(x) (1/w)′(x) + (wu)(x)w(x) (1/w)′′(x)

= (wu)′′(x) + 2(wu)′(x)
px

1/|x|p−2 + x2

+(wu)(x) p(p − 1)
1

1/|x|p−2 + x2

≈ (wu)′′(x) + (wu)′(x)
x

1 + x2
+ (wu)(x)

1

1 + x2
.

Condition (wu)′′(x) = O(xh) implies (wu)′(x) = O(xh+1) which in turn
yields (wu)(x) = O(xh+2); hence (wu′′)(x) = O(xh) as x→ ±∞.

Now, let (wu′′)(x) = O(xh) as x→ ±∞. We have

(wu)′′(x) = (wu′′)(x) + 2(wu′)(x)
w′(x)
w(x)

+ (wu)(x)
w′′(x)
w(x)

= (wu′′)(x) + 2(wu′)(x)
w′(x)
w(x)

+(wu)(x)

(

2

(

w′(x)
w(x)

)2

− w(x)

(

1

w(x)

)′′
)

= (wu′′)(x) − 2(wu′)(x)
px

1/|x|p−2 + x2

+(wu)(x)

(

2

(

px

1/|x|p−2 + x2

)2

− p(p− 1)
1

1/|x|p−2 + x2

)

≈ (wu′′)(x) + (wu′)(x)
x

1 + x2
+ (wu)(x)

1

1 + x2
;

as before, from (wu′′)(x) = O(xh), we obtain u′′(x) = O(xh+p) and in turn
u′(x) = O(xh+p+1) and u(x) = O(xh+p+2); hence (wu)′′(x) = O(xh).

The equivalence between a) and c) can be proved similarly. �

Remark 3.3.11 We observe that the Ventcel domain of Aw

DV (Aw) := {u ∈ Cw(R) ∩ C2(R) | lim
x→±∞

w(x)Awu(x) = 0}

coincides with the maximal domain already defined.

Indeed let u ∈ D(Aw) and by contradiction assume that u /∈ DV (Aw),
for example lim

x→+∞
w(x)Awu(x) = ℓ 6= 0. Then

lim
x→+∞

1

1 + xp

1

6x2
a2(x)x2u′′(x) = ℓ
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and therefore lim
x→+∞

1

xp+2
u′′(x) 6= 0; consequently lim

x→+∞
1

xp+4
u(x) 6= 0, con-

tradicting the condition wu ∈ C(R). The same reasoning holds at the point
−∞. �

Proposition 3.3.12 The space C2
w(R) is a core for (Aw,D(Aw)).

Proof. We consider the canonical isometry Γ : Cw(R) → C(R) introduced
in [8] and defined by setting, for every f ∈ Cw(R),

Γ(f) = f · w .

Denote by (A,D(A)) the differential operator obtained by (3.3.2) with
w = 1 on the domain

D(A) :=
{

u ∈ C(R) ∩ C2(R) | a2 u′′ ∈ C(R)
}

.

From [33, Proposition 2.10] we know that C2(R) is a core for (A,D(A)).

Now, we show that Γ(D(Aw)) = D(A). Let v = Γu ∈ D(A); we have
u ∈ Cw(R) ∩ C2(R) and further

|Γ(Au)(x)| =

∣

∣

∣

∣

(

w
a2

6
u′′
)

(x)

∣

∣

∣

∣

≤ a(x)2

6
|v′′(x)| + C1

1 + |x|
a(x)2

6
|v′(x)| + a(x)2

6

C2

1 + x2
|v(x)|

≤ |Av(x)| + C1

1 + |x|
a(x)2

6
|v′(x)| + C3

1 + x2
|v(x)| .

Using Taylor’s formula we can write v′(x) = v(x+δ)−v(x)
δ − v′′(ξ)

2 δ for some
ξ ∈]x, x+ δ[, where δ is given by (3.3.3), and consequently

∣

∣

∣

∣

1

1 + |x|
a(x)2

6
v′(x)

∣

∣

∣

∣

=

∣

∣

∣

∣

1

1 + |x|
a(x)2

6

v(x+ δ) − v(x)

δ
− 1

1 + |x|
a(x)2

6
v′′(ξ)

δ

2

∣

∣

∣

∣

≤ 1

1 + |x|
1

3δ
‖a2‖‖v‖ +

∣

∣

∣

∣

1

1 + |x|
a(x)2

a(ξ)2
a(ξ)2

6
v′′(ξ)

δ

2

∣

∣

∣

∣

≤ C4

1 + |x|‖v‖ +
δ

2
M

∣

∣

∣

∣

a(ξ)2

6
v′′(ξ)

∣

∣

∣

∣

=
C4

1 + |x|‖v‖ +
δ

2
M |Av(ξ)|

which implies

|Γ(Au)(x)| ≤ |Av(x)| + C4

1 + |x|‖v‖ +
δ

2
M |Av(ξ)| + C3

1 + x2
‖v‖. (3.3.14)
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Since ‖v‖ < ∞ and limx→±∞Av(x) = 0 (see Remark 3.3.11), we have
limx→±∞ Γ(Au)(x) = 0 and u ∈ D(Aw).

Conversely let u ∈ D(Aw), we have Γ(u) ∈ C(R) ∩ C2(R) and further

|A(Γu)(x)| =

∣

∣

∣

∣

a(x)2

6
(wu)′′(x)

∣

∣

∣

∣

≤
∣

∣

∣

∣

a(x)2

6
(wu′′)(x)

∣

∣

∣

∣

+
C1

1 + |x|
a(x)2

6
|(wu′)(x)|

+C2

∣

∣

∣

∣

a(x)2

6
(wu)(x)

1

1 + x2

∣

∣

∣

∣

≤ |Γ(Au)(x)| + C1

1 + |x|
a(x)2

6
|(wu′)(x)| + C3

1 + x2
|Γu(x)| .

Again from Taylor’s formula we have u′(x) = u(x+δ)−u(x)
δ − u′′(ξ)

2 δ where
ξ ∈]x, x+ δ[ and δ is given by (3.3.3), and consequently

∣

∣

∣

∣

1

1 + |x|
a(x)2

6
(wu′)(x)

∣

∣

∣

∣

≤
∣

∣

∣

∣

1

1 + |x|
a(x)2

6
w(x)

u(x + δ) − u(x)

δ

∣

∣

∣

∣

+

∣

∣

∣

∣

1

1 + |x|
a(x)2

6
w(x)u′′(ξ)

δ

2

∣

∣

∣

∣

≤ ‖a2‖
6δ

1

1 + |x|
w(x)

w(x+ δ)
|Γu(x+ δ)|

+
‖a2‖
6δ

1

1 + |x| |Γu(x)|

+

∣

∣

∣

∣

1

1 + |x|
a(x)2

a(ξ)2
w(x)

w(ξ)
w(ξ)

a(ξ)2

6
u′′(ξ)

δ

2

∣

∣

∣

∣

≤ C4

1 + |x| ‖Γ(u)‖ + C5|Γ(Au)(ξ)| .

Then we have

|A(Γu)(x)| ≤ |Γ(Au)(x)| + C4

1 + |x| ‖Γ(u)‖ (3.3.15)

+C5|Γ(Au)(ξ)| + C3

1 + x2
‖Γu‖ ;

and taking the limit as x → ±∞ we obtain limx→±∞A(Γu)(x) = 0 (see
Remark 3.3.11) and consequently limx→±∞ Γu(x) = 0.

Now, we observe that Γ(C2
w(R)) = Γ({u ∈ Cw(R)∩C2(R)| w u′′ ∈ C(R)})

and C2(R) = {v ∈ C(R)∩C2(R) | v′′ ∈ C(R)} and taking into account that
wu′′ ∈ C(R) if and only if (wu)′′ = (Γu)′′ ∈ C(R), we deduce the equality

Γ(C2
w(R)) = C2(R) .
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Finally from (3.3.14), it immediately follows that if Γ(u) ∈ D(A) then

‖Γ(Au)‖ ≤ C (‖A(Γu)‖ + ‖Γ(u)‖) (3.3.16)

for some constant C > 0.
Taking into account that C2(R) is a core for (A,D(A)), the proof is

complete. �

Finally, we discuss the representation of the semigroup generated by A
by means of iterates of weighted Steklov operators.

Proposition 3.3.13 The operator (Aw,D(Aw)) generates a strongly con-
tinuous semigroup on Cw(R).

Proof. Let λ > 0 and consider the problem

λu−A(u) = f f ∈ Cw(R) , (3.3.17)

which is equivalent to

λv −B(v) = g , g ∈ C(R) , (3.3.18)

where v = uw, g = wf , and

B(v) = wA
( v

w

)

.

From
(

v
w

)′
= v′

w − w′

w2 v and
(

v
w

)′′
= v′′

w − 2 w′

w2 v
′ −
(

w′

w2

)′
v, we obtain

B(v) =
a2

6
v′′ − 2

a2

6

w′

w
v′ − a2

6
w

(

w′

w2

)′
v =: αBv

′′ + βBv
′ + γBv .

Using Feller’s classification of the endpoints (see [48]), we prove that B
generates a C0-semigroup on its maximal domainD(B) := {u ∈ C(R) | Bu ∈
C(R)}. In our case the functions W , R and Q in [48, p. 391–393]) are given
by

WB(x) = exp

(

−
∫ x

x0

βB

αB

)

= exp

(
∫ x

x0

2
w′

w

)

=
w(x)2

w(x0)2
,

RB(x) = WB(x)

∫ x

x0

1

αBWB
= w(x)2

∫ x

x0

6

a2w2

and

QB(x) =
1

αB(x)WB(x)

∫ x

x0

WB =
6

a(x)2w(x)2

∫ x

x0

w2 .

Since w(x) = 1
1+|x|p , it can be readily seen that

QB(x) =
6(1 + |x|p)2

a(x)2

∫ x

0

1

(1 + |t|p)2 dt
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and hence QB is not integrable on [0,+∞[ and on ] −∞, 0]; moreover,

RB(x) =
6

(1 + |x|p)2
∫ x

0

(1 + |t|p)2
a(t)2

dt

and from the estimate

RB(x) ≥ C

1 + x2p

∫ x

0
t2p+2dt = C1

x2p+3

1 + x2p
,

it follows that RB is not integrable on [0,+∞[ and on ] −∞, 0] as well.
So the endpoint −∞ and ∞ are both natural for the operator B, and con-

sequently the operator Bv−γBv generates a strongly continuous semigroup
on its maximal domain on C(R). Observe also that the maximal domain
coincides with the Ventcel domain in the case of natural endpoints, as an
immediate consequence of the classical generation results by Clément and
Timmermans [44] and Timmermans [69] (see Chapter II).

Taking into account that

γB(x) =
a(x)2

6

p(p− 1)|x|p−2

1 + |x|p

we conclude that γB is bounded and hence (B,D(B)) generates a strongly
continuous semigroup on C(R).

Finally, we observe that if v ∈ C(R) is a solution of (3.3.18), then u :=
v/w ∈ Cw(R) is a solution of (3.3.17). Moreover u ∈ D(A) if and only if
u ·w ∈ D(B) since Γ is an isometry between Cw(R) and C(R), and from the
generation property of (B,D(B)) we deduce that (Aw,D(Aw) generates a
C0-semigroup on Cw(R). �

Finally we can state the following representation theorem.

Theorem 3.3.14 The operator (Aw,D(Aw)) generates a positive C0-semigroup
(T (t))t≥0 in Cw(R) satisfying ‖T (t)‖ ≤ eCt and, for every t ≥ 0 and for ev-
ery sequence (k(n)n≥1) of positive integers satisfying limn→+∞ k(n)/n = t,
we have

T (t) = lim
n→+∞

Lk(n)
n strongly on C(R) ,

moreover if a ∈ C2(R), for every f ∈ C2,α
w (R) we have

∥

∥

∥T (t)u− Lk(n)
n u

∥

∥

∥

w
≤t CαMf

nα/2
+

(

∣

∣

∣

∣

k(n)

n
− t

∣

∣

∣

∣

+

√

2

π

√

k(n)

n

)

(3.3.19)

×
(

‖Af‖w +
CαMf

nα/2

)

and choosing k(n) = [nt]

∥

∥

∥T (t)u− L[nt]
n u

∥

∥

∥

w
≤ t

CαMf

nα/2
+

1√
n

(

1√
n

+

√

2t

π

)

(

‖Af‖w +
CαMf

nα/2

)

.

(3.3.20)
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Proof. From Proposition 3.3.13 we know that the operator (Aw,D(Aw))
generates a C0-semigroup (T (t))t≥0 and hence, for every λ > 0, the range
(λ−Aw)(D(Aw)) coincides with Cw(R) . Moreover, by Proposition 3.3.12,
C2

w(R) is a core for (Aw,D(Aw)) and therefore (λ−Aw)(C2
w(R)) is dense in

Cw(R). We observe that we have

‖Lw,n‖ ≤ ‖ωn‖n
∞ ≤ (1 + ‖ωn − 1‖)n ≤

(

1 +
C

n2

)n

as a consequence of (3.3.5) and Proposition 3.3.1, and consequently

‖Lk
w,n‖ ≤

(

(

1 +
C

n2

)n2
)k/n

≤ eCk/n .

Hence we can apply Trotter’s approximation theorem [70] and obtain
that the closure of the operator arising from the Voronovskaja’s formula
(Theorem 3.3.8) generates a C0-semigroup represented by (3.3.14). Finally,
this closure coincides with (Aw,D(Aw)) since C2

w(R) is a core by Proposition
3.3.12. The positivity of the semigroup is a consequence of the representation
(3.3.14).

At this point we can apply Theorem 1.1.2. From Theorem 3.3.9 follows
that the seminorms are given by ψn(f) = Ca

Mf

nα/2 and ϕn(f) = ‖Af‖w +

Ca
Mf

nα/2 , then taking into account that the growth bound of (T (t))t≥0 is
equal to 0 and every T (t) is a linear contraction, i.e. ω = 0 and M = 1,
the estimates (3.3.19) and (3.3.20) follow directly from (1.1.10) and (1.1.11),
and this completes the proof. �
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3.4 Steklov operators in weighted spaces on [0, 1]

In this section we consider the weighted space of continuous functions on
the interval [0, 1]. We fix a ∈ C([0, 1]) satisfying a(0) = a(1) = 0 and require
that it is differentiable at 0 and 1, i.e.

lim
x→0,1

a(x)

x(1 − x)
∈ R . (3.4.1)

We consider the weight function

w(x) := xp(1 − x)q , x ∈ [0, 1] , p, q ≥ 2 . (3.4.2)

In the sequel, we shall set bn(x) := a(x)/n. From (3.4.1), it follows
[x− bn(x), x+ bn(x)] ⊂ [0, 1] for every x ∈ [0, 1] and large enough n; hence,
we can define the functions ωn : [0, 1] → R by setting

ωn(x) :=
w(x)

2bn(x)

∫ x+bn(x)

x−bn(x)

1

w(t)
dt , x ∈]0, 1[ , (3.4.3)

and

ωn(0) := lim
x→0+

ωn(x) , ωn(1) := lim
x→1−

ωn(x) . (3.4.4)

Remark 3.4.1 Let n ∈ N be large enough; then the limits in (3.4.4) exist
and are finite at the points 0 and 1.

Since the discussion is at all similar on neighborhoods of the endpoints 0
and 1, in the sequel we shall limit ourselves to consider only a neighborhood
of 0, where the weight function can be taken of the form

w(x) := xp .

We observe that, for every x ∈]0, 1[,

ωn(x) = xp 1

2bn(x)

∫ x+bn(x)

x−bn(x)

1

tp
dt (3.4.5)

=
1

1 − p

1

2bn(x)

[

1

(x+ bn(x))p−1
− 1

(x− bn(x))p−1

]

xp

=
1

p− 1

1

2bn(x)

(x+ bn(x))p−1 − (x− bn(x))p−1

(x2 − bn(x)2)p−1
xp

=
1

p− 1

x2p−1

2bn(x)x2p−2

(1 + bn(x)/x)p−1 − (1 − bn(x)/x)p−1

(1 − bn(x)2/x2)p−1

=
x

2(p − 1)bn(x)

(1 + bn(x)/x)p−1 − (1 − bn(x)/x)p−1

(1 − bn(x)2/x2)p−1
.
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Since a is differentiable at 0, we have

lim
x→0+

ωn(x) =















1 , a′(0) = 0 ,

1

2(p − 1)

(

1 + γ
n

)p−1 −
(

1 − γ
n

)p−1

γ
n

(

1 − γ2

n2

)p−1 , a′(0) 6= 0 ,

where γ := a′(0). �

In the next Proposition 3.4.2 we estimate ωn.

Proposition 3.4.2 There exists a constant C > 0 such that

‖ωn − 1‖ ≤ C

n2
.

Proof. For n large enough, we have 0 ≤ bn(x)/x ≤ 1/2 for every x ∈]0, 1[
and hence, using the Taylor’s expansions of (1 ± y)p−1 at 0, we get the
existence of ξx, θx, ηx ∈]0, 1/2[ such that

(

1 +
bn(x)

x

)p−1

= 1 + (p− 1)
bn(x)

x
+

1

2
(p − 1)(p − 2)

bn(x)2

x2

+
1

6
(p− 1)(p − 2)(p − 3) (1 + ξx)p−4 bn(x)3

x3
,

(

1 − bn(x)

x

)p−1

= 1 − (p− 1)
bn(x)

x
+

1

2
(p − 1)(p − 2)

bn(x)2

x2

−1

6
(p− 1)(p − 2)(p − 3) (1 − θx)

p−4 bn(x)3

x3
,

(

1 − bn(x)2

x2

)p−1

= 1 − (p− 1) (1 − ηx)p−2 bn(x)2

x2
.
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Consequently, using (3.4.5),

ωn(x) − 1 =
1

2(p− 1)bn(x)/x

(1 + bn(x)/x)p−1 − (1 − bn(x)/x)p−1

(1 − bn(x)2/x2)p−1

−(1 − bn(x)2/x2)p−1

(1 − bn(x)2/x2)p−1

=
1

(1 − bn(x)2/x2)p−1
×

×
(

1 +
1

12
(p− 2)(p − 3)

(

(1 + ξx)p−4 + (1 − θx)p−4
) bn(x)2

x2

−1 + (p− 1) (1 − ηx)p−2 bn(x)2

x2

)

=
bn(x)2/x2

(1 − bn(x)2/x2)p−1

( 1

12
(p − 2)(p − 3) ×

×
(

(1 + ξx)
p−4 + (1 − θx)p−4

)

+ (p− 1) (1 − ηx)p−2
)

=
1

n2

a(x)2/x2

(1 − a(x)2/(n2 x2))p−1
ϕ(x) , (3.4.6)

where

ϕ(x) :=
1

12
(p− 2)(p− 3)

(

(1 + ξx)p−4 + (1 − θx)
p−4
)

+ (p− 1) (1 − ηx)p−2 .

Since ϕ is bounded as well as a(x)/x, we get the desired result. �

Now, we consider the weighted space

Cw([0, 1]) := {f ∈ C(]0, 1[) | ∃ lim
x→0,1

w(x) f(x) ∈ R}

endowed with the norm

‖f‖w = sup
x∈[0,1]

|f(x)w(x)| , f ∈ Cw([0, 1]) .

As in the preceding section we define the operators Lw,n : Cw([0, 1]) →
Cw([0, 1]) by setting, for every f ∈ Cw([0, 1]), Lw,n(f) := Sn,bn(f).

We also need to define the subspace

C2
w([0, 1]) := {f ∈ Cw([0, 1]) ∩ C2(]0, 1[) | f ′′ ∈ Cw([0, 1])} .

If n is large enough, then for every f ∈ Cw([0, 1]), the function Lw,n(f)
is well-defined by (3.4.1). Moreover we have,

‖Lw,n(f)‖w = ‖Sn,bn(f)‖w ≤ ‖ωn‖n ‖f‖w ≤ Cw ‖f‖w , (3.4.7)

and hence Lw,n(f) ∈ Cω([0, 1]).
The proofs of the following properties are at all similar to the unbounded

weighted case and therefore we shall omit them.
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Proposition 3.4.3 We have the following properties:

1. For every f ∈ C(0, 1), k ≥ 1 and x ∈ R,

‖Sk,bn(f) − f‖w ≤ ‖S1,bn(f) − f‖w

k
∑

i=0

‖ωn‖i . (3.4.8)

2. For every f ∈ C2
w([0, 1]), there exists a constant Cf > 0, depending on

f, such that for every x ∈ (0, 1)

‖S1,bn(f) − f‖w ≤ Cf

n2
. (3.4.9)

3. For every f ∈ Cw([0, 1]) we have

lim
n→+∞

1

n

n−1
∑

k=0

Sk,bn(f) = f

with respect to the norm ‖ · ‖w.

As a consequence, also in the present setting we can state the following
results. The proof is omitted since it is at all similar to the unweighted case.

Theorem 3.4.4 For every f ∈ Cw([0, 1]), we have

lim
n→+∞

Lw,n(f) = f

uniformly with respect to the weighted norm ‖ · ‖w.

Theorem 3.4.5 (Weighted Voronovskaja-type formula)
For every f ∈ C2

w([0, 1]) we have

lim
n→∞

∥

∥

∥

∥

n (Lw,n(f) − f) − a2

6
f ′′
∥

∥

∥

∥

w

= 0 .

In order to obtain a quantitative estimate of the Voronovskaja’a formula
we need to consider the class of functions

C2,α
w ([0, 1]) := {f ∈ C2

w([0, 1]) | wf ′′ ∈ Cα([0, 1])} .

Theorem 3.4.6 (Weighted quantitative Voronovskaja-type formula)

If a2 ∈ C2([0, 1]) for every f ∈ C2,α
w ([0, 1]) we have

∥

∥

∥

∥

n (Lw,n(f) − f) − a2

6
f ′′
∥

∥

∥

∥

w

≤ Ca
Mf

nα/2
,
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where Mf is the seminorm defined by

Mf = Lwf ′′ + ‖f ′′‖w (3.4.10)

and

Ca := ‖a2‖max

{

4

3
,
‖(a2)′′‖
72
√
n

}

. (3.4.11)

Finally, we shall be concerned with the core property and the represen-
tation of the semigroup generated by the differential operator arising from
the Voronovskaja-type formula.

The differential operator is Awu(x) := a(x)2 u′′(x)/6 on the following
Ventcel’s domain

DV (Aw) := {u ∈ Cw([0, 1]) ∩ C2(]0, 1[) | lim
x→0,1

w(x)Awu(x) = 0} .

As in the preceding section, we consider only first-order degeneracy of
the function a at the endpoints. Different generation results in the space of
continuous functions vanishing at the endpoints are available in [8] (see also
[6] and the references given there).

Theorem 3.4.7 Assume that

a(x) = Cx(1 − x) , 0 ≤ x ≤ 1 ,

for a suitable constant C > 0. Then, the space C2([0, 1]) (and hence C2
w([0, 1]))

is a core for (Aw,DV (Aw)); moreover, the operator (Aw,DV (Aw)) generates
a C0-semigroup (T (t))t≥0 in Cw([0, 1]) and, for every t ≥ 0 and for every
sequence (k(n))n≥1 of positive integers satisfying limn→+∞ k(n)/n = t, we
have

T (t) = lim
n→+∞

Lk(n)
w,n strongly on Cw([0, 1]) , (3.4.12)

moreover for every f ∈ C2,α
w ([0, 1]) we have

∥

∥

∥
T (t)u− Lk(n)

n u
∥

∥

∥

w
≤t CαMf

nα/2
+

(

∣

∣

∣

∣

k(n)

n
− t

∣

∣

∣

∣

+

√

2

π

√

k(n)

n

)

(3.4.13)

×
(

‖Af‖w +
CαMf

nα/2

)

and choosing k(n) = [nt]

∥

∥

∥T (t)u− L[nt]
n u

∥

∥

∥

w
≤ t

CαMf

nα/2
+

1√
n

(

1√
n

+

√

2t

π

)

(

‖Af‖w +
CαMf

nα/2

)

.

(3.4.14)
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Proof. We reason only in the interval [0, 1/2] and assume a(x) = Cx. Let
u ∈ DV (Aw) and fix ε > 0. We have u′′(x) = o(1/xp+2) as x→ 0 and hence
u′(x) = o(1/xp+1) and u(x) = o(1/xp), that is limx→0w(x)xu′(x) = 0 and
limx→0w(x)u(x) = 0. Hence, we can choose δ > 0 such that δ < 1/2 and

|w(x)u(x)| < ε , x ∈ [0, δ] ,

|w(x)xu′(x)| < ε , x ∈]0, δ] ,

|w(x)x2 u′′(x)| < ε , x ∈]0, δ] .

Let v : [0, 1/2] → R as follows

v(x) :=















u(δ) + u′(δ)(x − δ) + u′′(δ)
(x− δ)2

2
, x ∈ [0, δ[ ,

u(x) , x ∈
[

δ,
1

2

]

.

Then, v ∈ C2([0, 1/2]) and, for every x ∈]0, δ], we have

|w(x)Av(x)| =

∣

∣

∣

∣

w(x)
C2 x2

6
v′′(x)

∣

∣

∣

∣

=

∣

∣

∣

∣

C2 xp+2

6
u′′(δ)

∣

∣

∣

∣

≤
∣

∣

∣

∣

C2 δp+2

6
u′′(δ)

∣

∣

∣

∣

<
C2

6
ε

and consequently

|w(x)(Au(x) −Av(x))| ≤ C2

6
ε+

C2

6
ε =

C2

3
ε , x ∈

[

0,
1

2

]

.

Finally, for every x ∈ [0, δ],

|w(x)(u(x) − v(x))| ≤ |w(x)u(x)| + |w(x)u(δ)| + |w(x)u′(δ) (x − δ)|

+

∣

∣

∣

∣

w(x)u′′(δ)
(x− δ)2

2

∣

∣

∣

∣

≤ ε+ |w(δ)u(δ)| + |w(δ) δ u′(δ)| +
∣

∣

∣

∣

w(δ)
δ2

2
u′′(δ)

∣

∣

∣

∣

≤ ε+ ε+ ε+
ε

2
=

7

2
ε .

The same inequality obviously extends to the interval [0, 1/2] and since ε is
arbitrary, this completes the proof of the core property.

In order to apply Trotter’s approximation theorem, we need to establish
the stability estimate ‖Lk

w,n‖ ≤ Meck/n for every n, k ≥ 1 for a suitable
constant c ≥ 0.

Indeed, from (3.4.7) and Proposition 3.4.2, we get

‖Lw,n‖ ≤ ‖ωn‖n ≤ (1 + ‖ωn − 1‖)n ≤
(

1 +
C

n2

)n

,
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where C is the constant in Proposition 3.4.2, and consequently

‖Lk
w,n‖ ≤

(

(

1 +
C

n2

)n2
)k/n

≤ eCk/n .

Hence, we can apply Trotter’s approximation theorem [70] and obtain
that the closure (Ā,D(Ā)) of the restriction of Aw to C2([0, 1]) generates a
C0-semigroup (T (t))t≥0 on Cw([0, 1]) which can be represented by (3.4.12).
Moreover, the stability estimate also gives ‖T (t)‖ ≤ eCt for every t ≥ 0.

Now, we show that (Aw,DV (Aw)) is closed and this, together with the
core property, will imply that (Ā,D(Ā)) = (Aw,DV (Aw)) and complete the
proof.

Let (un)n≥1 be a sequence in DV (Aw) and u, v ∈ Cw([0, 1]) such that (w ·
un)n≥1 converges uniformly to w · u and (w ·A(un))n≥1 converges uniformly
to w · v. Since α and w are continuous and strictly positive in ]0, 1[, they
have a positive minimum in every interval [a, b] ⊂]0, 1[ and consequently
(un)n≥1 converges uniformly to u and (A(un))n≥1 converges uniformly to v
in [a, b]; from the classical theory, we have that u ∈ C2([a, b]) and Au = v in
[a, b]. Since the interval [a, b] is arbitrary, we get u ∈ C2(]0, 1[) and Au = v in
]0, 1[. Finally, from the uniform convergence of (w·A(un))n≥1 to w·v and the
condition limx→0,1w(x)Aun(x) = 0, we also have limx→0,1w(x)Au(x) = 0
and hence u ∈ DV (Aw).

At this point we can apply Theorem 1.1.2. From Theorem 3.4.6 follows
that the seminorms are given by ψn(f) = Ca

Mf

nα/2 and ϕn(f) = ‖Af‖w +

Ca
Mf

nα/2 , then taking into account that the growth bound of (T (t))t≥0 is
equal to 0 and every T (t) is a linear contraction, i.e. ω = 0 and M = 1,
the estimates (3.4.13) and (3.4.14) follow directly from (1.1.10) and (1.1.11),
and this completes the proof. �
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3.5 An extension to the multivariate case

In this final section we briefly consider a possible extension to the multi-
variate case; we establish some approximation results and a Voronovskaja’s
formula.

The following results have been published in [42].

For the sake of simplicity, we limit ourselves to the two-variables case
since a similar construction can be extended in a straightforward way in
more variables.

The case considered in this section is of particular interest since it involves
a second-order partial differential operator on the whole space R

2 whose
coefficients of the second-order partial derivatives may be even unbounded
or degenerate.

First, we define the mean integral operator over a rotated rectangle.
Let a, b : R

2 → R be strictly positive continuous functions satisfying the
following condition

a(x, y), b(x, y) ≤ c1 + c2(|x| + |y|) , (x, y) ∈ R
2 , (3.5.1)

for some suitable constants c1, c2 > 0 and let θ : R
2 → R be a continuous

function.

Moreover, denote by L1
loc(R

2) the space of locally integrable functions on
R

2.

The mean integral operator Ma,b,θ : L1
loc(R

2) → C(R2) is defined by
setting, for every f ∈ L1

loc(R
2) and (x, y) ∈ R

2 ,

Ma,b,θf(x, y) :=
1

|R[x, y]|

∫∫

R[x,y]
f(ξ, η) dξ dη , (3.5.2)

where

R[x, y] := {(ξ, η) ∈ R
2 | (3.5.3)

|(ξ − x) cos θ(x, y) + (η − y) sin θ(x, y)| ≤ a(x, y) ,

| − (ξ − x) sin θ(x, y) + (η − y) cos θ(x, y)| ≤ b(x, y)}

is the rectangle with center (x, y), sides 2 a(x, y) and 2 b(x, y) and rotated an-
ticlockwise of an angle θ(x, y); moreover |R[x, y]| := 4 a(x, y) b(x, y) denotes
the Lebesgue area of R[x, y].

Using the parallel variables to the sides of the rectangle R[x, y], from
(3.5.2) we easily get, for every f ∈ L1

loc(R
2) and (x, y) ∈ R

2 ,

Ma,b,θf(x, y) :=
1

4 a(x, y) b(x, y)

∫ a(x,y)

−a(x,y)

∫ b(x,y)

−b(x,y)
f ◦ ϕx,y (ξ, η) dξ dη ,

(3.5.4)
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where

ϕx,y(ξ, η) :=(x+ ξ cos θ(x, y) − η sin θ(x, y), y + ξ sin θ(x, y) + η cos θ(x, y))

defines the change of variables.

Denote by C(b)(R2) the space of all continuous bounded real functions
on R

2 and by C0(R
2) the subspace consisting of all continuous functions

vanishing at the point at infinity of R
2. These spaces are endowed with the

usual uniform norm

‖f‖ := sup
(x,y)∈R2

|f(x, y)| , f ∈ C(b)(R2) .

Moreover, we shall consider the function w : R
2 → R defined by

w(x, y) :=
1

1 + x2 + y2
, (x, y) ∈ R

2 , (3.5.5)

and the space

C(b)
w (R2) :=

{

f ∈ C(R2) | w f ∈ C(b)(R2)
}

endowed with the norm

‖f‖w := sup
(x,y)∈R2

|w(x, y) f(x, y)| .

Observe that Ma,b,θ maps C(b)(R2) into itself and is a positive contraction
when considered as an operator on this space. Moreover, Ma,b,θ maps the
space of compactly supported functions into C0(R

2) and by continuity also
C0(R

2) into itself.

Now, we show that Ma,b,θ maps C
(b)
w (R2) into itself. First, we put

r(x, y) :=
√

a(x, y)2 + b(x, y)2 , (3.5.6)

for every (x, y) ∈ R
2 and we observe that (see (3.5.3))

R[x, y] ⊂ [x− r(x, y), x+ r(x, y)] × [y − r(x, y), y + r(x, y)] . (3.5.7)

Moreover, from (3.5.1), we have

r(x, y) ≤
√

2 (c1 + c2(|x| + |y|))
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and hence, using (3.5.6) and (3.5.7),

|Ma,b,θf(x, y)|
1 + x2 + y2

≤ 1

(1 + x2 + y2) |R[x, y]| × (3.5.8)

×
∫∫

R[x,y]

f(ξ, η)

1 + ξ2 + η2
(1 + ξ2 + η2)dξ dη

≤ 1

1 + x2 + y2
sup

(ξ,η)∈R[x,y]
(1 + ξ2 + η2) ‖f‖w

≤ 1 + x2 + y2 + 2r(x, y)2 + 2(|x| + |y|)r(x, y)
1 + x2 + y2

‖f‖w

≤
(

1 +
c3 + c4(x

2 + y2)

1 + x2 + y2

)

‖f‖w ≤ (1 + c5) ‖f‖w

for some suitable constant c3, c4 > 0.

ThenMa,b,θ is a bounded operator when considered on the space C
(b)
w (R2)

endowed with the norm ‖ · ‖w.

We are now in a position to define our Steklov operators. For every
n ≥ 1, set an := a/n, bn := b/n and consider the n-th Steklov operator

Sn : C
(b)
w (R2) → C

(b)
w (R2) defined by setting, for every f ∈ C

(b)
w (R2) and

(x, y) ∈ R
2,

Snf(x, y) := Mn
an,bn,θf(x, y) , (3.5.9)

where, as usual, Mn
an,bn,θ denotes n-th iterate of the operator Man,bn,θ.

We shall write Mn in place of Man,bn,θ if no confusion arises.

As a consequence of the properties of Ma,b,θ, from (3.5.9) we have that

Sn is well-defined as an operator on C
(b)
w (R2) and maps the spaces C(b)(R2)

and C0(R
2) into themselves. When necessary, we shall consider the Steklov

operators acting on these spaces too; we also observe that Sn is a positive
contraction when acting on C(b)(R2) and C0(R

2) endowed with the uniform
norm.

In order to estimate the norm of Sn with respect to the weighted uniform

norm in C
(b)
w (R2), we use (3.5.8) taking into account that in this case we

have to consider rn :=
√
a2 + b2/n in place of r and obtain

|Mnf(x, y)|
1 + x2 + y2

≤ 1 + x2 + y2 + 2rn(x, y)2 + 2(|x| + |y|)rn(x, y)

1 + x2 + y2
‖f‖w

≤
(

1 +
C

n

)

‖f‖w , (x, y) ∈ R
2 , (3.5.10)

for a suitable constant C > 0; this yields

‖Sn(f)‖w = ‖Mn
n (f)‖w ≤

(

1 +
C

n

)n

‖f‖w ≤ eC ‖f‖w ,
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and hence the sequence (Sn)n≥1 is equibounded with respect to the weighted

uniform norm in C
(b)
w (R2); moreover, it is also a sequence of positive con-

tractions on C(b)(R2) and C0(R
2).

We have the following preliminary properties.

Lemma 3.5.1 The following equalities hold, for every n ∈ N,

1) Sn(1) = 1 .

2) Sn(pri) = pri , i = 1, 2 .

3) For every (x, y) ∈ R, we have

Sn(pr21)(x, y) = x2 +
1

3n2

n−1
∑

k=0

Mk
n(a2 cos2 θ + b2 sin2 θ)(x, y) ,

Sn(pr22)(x, y) = y2 +
1

3n2

n−1
∑

k=0

Mk
n(a2 sin2 θ + b2 cos2 θ)(x, y) ,

Sn(pr1 pr2)(x, y) = x y +
1

3n2

n−1
∑

k=0

Mk
n

(

(a2 − b2) cos θ sin θ
)

(x, y) .

Proof. It is obvious that Mn1 = 1 and hence property 1) is true. Moreover,
from (3.5.4) we easily obtain Mnpri = pri, i = 1, 2, and this yields property
2). Finally a straightforward calculation based on (3.5.4) gives

Mn(pr21)(x, y) = x2 +
1

3n2
(a(x, y)2 cos2 θ(x, y) (3.5.11)

+b(x, y)2 sin2 θ(x, y)) .

Mn(pr22)(x, y) = y2 +
1

3n2
(a(x, y)2 sin2 θ(x, y)

+b(x, y)2 cos2 θ(x, y)) .

Mn(pr1 pr2)(x, y) = x y +
1

3n2
((a(x, y)2 − b(x, y)2) ×

× cos θ(x, y) sin θ(x, y))

and an induction argument on the integer n ≥ 1 yields property 3). �

The convergence of the sequence (Sn)n≥1 of Steklov-type operators will
be obtained studying the behavior of these operators on the subspace

C2,(b)
w (R2) :=

{

f ∈ C(b)
w (R2) ∩ C2(R2) | ∂

2f

∂x2
,
∂2f

∂y2
,
∂2f

∂x ∂y
∈ C(b)(R2)

}

(3.5.12)

of all functions in C
(b)
w (R2) with bounded second-order partial derivatives.
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Proposition 3.5.2 For every f ∈ C
2,(b)
w (R2) there exists a constant Cf ≥ 0,

depending on f , such that

‖Mnf − f‖w ≤ Cf
1

n2
. (3.5.13)

Proof. For every x, y, s, t ∈ R, there exist ξ, η ∈ R such that

f(s, t) − f(x, y) =
∂f

∂x
(x, y)(s − x) +

∂f

∂y
(t− y) +

∂2f

∂x2
(ξ, η)

(s − x)2

2

+
∂2f

∂y2
(ξ, η)

(t − y)2

2
+

∂2f

∂x∂y
(ξ, η)(s − x)(t− y)

and consequently

Mnf(x, y) − f(x, y) =
∂f

∂x
(x, y)Mn(pr1 − x)(x, y)

+
∂f

∂y
(x, y)Mn(pr2 − y)(x, y) +Mn

(

∂2f

∂x2
(ξ, η)

(pr1 − x)2

2

)

(x, y)

+Mn

(

∂2f

∂y2
(ξ, η)

(pr2 − y)2

2

)

(x, y)

+Mn

(

∂2f

∂x∂y
(ξ, η)(pr1 − x)(pr2 − y)

)

(x, y) .

Let C := max{‖∂2f/∂x2‖, ‖∂2f/y2‖, 2‖∂2f/∂x∂y‖}; then

|Mnf(x, y) − f(x, y)| ≤ C

2

(

Mn(pr1 − x)2 +Mn(pr2 − y)2

+Mn(pr1 − x)(pr2 − y))

=
C

6n2

(

a2 + b2 + (a2 − b2) sin(2θ)
)

(x, y) .

Multiplying by w(x, y) and taking the maximum, from (3.5.1) we obtain the
desired estimate. �

At this point, we introduce the function wn : R
2 → R defined by

ωn(x, y) := w(x, y)Mn

(

1

w

)

(x, y)

(see (3.5.5)). Observe that wn is bounded since 1/w ∈ C
(b)
w (R2) and conse-

quently Mn(1/w) ∈ C
(b)
w (R2) too.

Proposition 3.5.3 For every f ∈ C
(b)
w (R2) and k ≥ 1,

‖Mk
n(f) − f‖w ≤ ‖Mn(f) − f‖w

k−1
∑

i=0

‖ωn‖i . (3.5.14)
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Proof. We argue by induction on the integer k ≥ 1. If k = 1 then (3.5.14)
is obviously true. Now, assume that (3.5.14) holds for k ≥ 1. We have

|w(x, y)(Mk+1
n f(x, y) − f(x, y))|

≤ |w(x, y)Mn(Mk
nf − f)(x, y)| + |w(x, y)(Mnf(x, y) − f(x, y))|

≤ ωn(x, y)‖Mk
n (f) − f‖w + ‖Mn(f) − f‖w

≤ ωn(x, y)

k−1
∑

i=0

ωn(x, y)i ‖Mn(f) − f‖w + ‖Mn(f) − f‖w

≤
k
∑

i=1

ωn(x, y)i ‖Mn(f) − f‖w + ‖Mn(f) − f‖w

≤
k
∑

i=0

ωn(x, y)i ‖S1,bn(f) − f‖w

and this completes the induction argument. �

In order to deduce the convergence of Steklov operators from the above
proposition, we need to estimate the convergence of the sequence (wn)n≥1.

Proposition 3.5.4 There exists a constant C > 0 such that

‖ωn − 1‖ ≤ C

n2
.

Proof. First, we observe that

|ωn(x) − 1| =

∣

∣

∣

∣

w(x)S1,bn

(

1

w

)

x− w(x)
1

w(x)

∣

∣

∣

∣

=

∣

∣

∣

∣

w(x)

[

S1,b

(

1

w

)

x− 1

w(x)

]∣

∣

∣

∣

≤
∥

∥

∥

∥

Mn

(

1

w

)

− 1

w

∥

∥

∥

∥

w

.

Since 1/w ∈ C
(b)
w (R2) ∩ C2(R2) and its second-order partial derivatives

are bounded, we can apply Proposition 3.5.2 and obtain a constant C > 0
such that

∥

∥

∥

∥

Mn

(

1

w

)

− 1

w

∥

∥

∥

∥

w

≤ C

n2

and this completes the proof. �

Now, we are in a position to state the convergence property of the se-
quence (Sn)n≥1.
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Theorem 3.5.5 For every f ∈ C2,(b)
w (R2), we have

lim
n→+∞

‖Sn(f) − f‖w = 0 .

Proof. Let f ∈ C
2,(b)
w (R2); from Propositions 3.5.2, 3.5.3 and 3.5.4 we

obtain

‖Sn(f) − f‖w ≤ ‖Mn(f) − f‖w

n−1
∑

i=0

‖ωn‖i ≤ Cf

n2

n−1
∑

i=0

‖ωn‖i

≤ Cf

n2

n−1
∑

i=0

(

1 + C
1

n2

)i

=
Cf

C

((

1 +
C

n2

)n

− 1

)

and consequently limn→+∞ ‖Sn(f) − f‖w = 0. �

As a consequence of Theorem 3.5.5, we have that the sequence (Sn(f))n≥1

converges to f uniformly on every compact subset of R
2 whenever f ∈

C
(b)
w (R2).
In the following result, we study the uniform convergence of the sequence

of Steklov operators in the space C0(R
2).

We observe that from Proposition 3.5.2, it follows that if f ∈ C(b)
w (R2) ∩

C2(R2) has bounded second-order partial derivatives, we have

|Mnf(x, y) − f(x, y)| ≤ Cf

6n2

(

a2 + b2 + (a2 − b2) sin(2θ)
)

(x, y) , (x, y) ∈ R
2

and hence if a, b are bounded, we also obtain

‖Mn(f) − f‖ ≤ Cf

n2

(

‖a2‖ + ‖b2‖
)

. (3.5.15)

Theorem 3.5.6 Assume that a, b ∈ C(b)(R2). Then, for every f ∈ C0(R
2),

we have
lim

n→+∞
‖Snf − f‖ = 0 . (3.5.16)

Proof. Let f ∈ C2(R2) with bounded second-order partial derivatives and
observe that the second member of (3.5.15) tends uniformly to 0 as n →
+∞. Moreover, in this case the operators Mn are positive contractions with
respect to the uniform norm, and consequently

‖Sn(f) − f‖ = ‖Mn
n (f) − f‖ ≤ n‖Mn(f) − f‖

which yields limn→+∞ ‖Sn(f)− f‖ = 0. The general case where f ∈ C0(R
2)

follows from a density argument. �

Now we establish a Voronovskaja-type formula for the operators Sn. We
need some preliminary properties of independent interest which establishes
the convergence of the mean of iterates of the operators Mn.
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Proposition 3.5.7 For every f ∈ C
2,(b)
w (R2), we have

lim
n→+∞

∥

∥

∥

∥

∥

1

n

n−1
∑

k=0

Mk
n(f) − f

∥

∥

∥

∥

∥

w

= 0 . (3.5.17)

Proof. Let f ∈ C
2,(b)
w (R2); from Propositions 3.5.3 and 3.5.4 it follows

∥

∥

∥

∥

∥

1

n

n−1
∑

k=0

Mk
n(f) − f

∥

∥

∥

∥

∥

w

≤ 1

n

n−1
∑

k=0

∥

∥

∥Mk
n(f) − f

∥

∥

∥

w

≤ 1

n
‖Mn(f) − f‖w

n−1
∑

k=0

k−1
∑

i=0

‖ωn‖i ≤ Cf
1

n

1

n2

n−1
∑

k=0

k−1
∑

i=0

(1 + C
1

n2
)i

=
Cf

C

(

n

C

((

1 +
C

n2

)n

− 1

)

− 1

)

,

and taking the limit as n→ +∞, we have the validity of (3.5.17). �

Remark 3.5.8 If we consider the subspace

C0,w(R2) :=
{

f ∈ C(b)
w (R2) | w f ∈ C0(R

2)
}

, (3.5.18)

we can observe that the preceding proposition is still true for every f ∈
C0,w(R2).

Indeed, from (3.5.10), we get

‖Mk
n‖ ≤

(

1 +
C

n

)k

≤ eC

with respect to the norm in C
(b)
w (R2) and hence the mean operators

∑n−1
k=0 M

k
n/n

are equibounded when acting on the space C
(b)
w (R2). Since C

2,(b)
w (R2) is

dense in C0,w(R2), Proposition 3.5.7 can be applied to every f ∈ C0,w(R2).
�

Finally, we can establish a Voronovskaja-type formula with respect to the
weighted uniform norm.

Theorem 3.5.9 (Voronovskaja-type formula) Assume that a, b ∈ C0(R
2)

and consider the second-order partial differential operator A : C2(R2) →
C(R2) defined by

A(f) :=
1

6

(

α
∂2f

∂x2
+ β

∂2f

∂y2
+ γ

∂2f

∂x∂y

)

, f ∈ C2(R2) , (3.5.19)
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where the coefficients α, β, γ : R
2 → R are given by

α := a2 cos2 θ+ b2 sin2 θ , β := a2 sin2 θ+ b2 cos2 θ , γ := (a2− b2) sin(2θ) .

Then, for every f ∈ C
2,(b)
w (R2) with uniformly continuous second-order

partial derivatives, we have

lim
n→∞

‖n (Snf − f) −A(f)‖w = 0 .

Proof. Let f ∈ C
2,(b)
w (R2) have uniformly continuous second-order partial

derivatives. For every x, y, s, t ∈ R, we can write

f(s, t) − f(x, y) =
∂f

∂x
(x, y)(s − x) +

∂f

∂y
(t− y)

+
∂2f

∂x2
(x, y)

(s − x)2

2
+
∂2f

∂y2
(x, y)

(t− y)2

2
+

∂2f

∂x∂y
(s− x)(t− y)

+η(s, t, x, y)
(

(s− x)2 + (t− y)2
)

where η : R
4 → R satisfies lim(s,t)→(x,y) η(s, t, x, y) = 0 uniformly with

respect to (x, y) ∈ R
2. Then

n (Snf(x, y) − f(x, y)) = nSn(f − f(x, y))(x, y) (3.5.20)

= n
∂f

∂x
(x, y)Sn(pr1 − x)(x, y) + n

∂f

∂y
(x, y)Sn(pr1 − y)(x, y)

+
n

2

∂2f

∂x2
(x, y)Sn((pr1 − x)2)(x, y)

+
n

2

∂2f

∂y2
(x, y)Sn((pr2 − y)2)(x, y)

+n
∂2f

∂x∂y
Sn((pr1 − x)(pr2 − y))(x, y)

+nSn

(

η(pr1,pr2, x, y)
(

(pr1 − x)2 + (pr2 − y)2
))

(x, y) .

We observe that the first two addends in (3.5.20) vanishes.

Moreover, we have

n

2
Sn

(

(pr1 − x)2
)

(x, y) = n
(

Sn(pr21)(x, y) − 2xSn(pr1)(x, y) + x2
)

=
1

6n

n−1
∑

k=0

Mk
n(a2 cos2 θ + b2 sin2 θ)(x, y)

=
1

6n

n−1
∑

k=0

Mk
n(α)(x, y) ,
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n

2
Sn

(

(pr2 − y)2
)

(x, y) = n
(

Sn(pr22)(x, y) − 2ySn(pr2)(x, y) + y2
)

=
1

6n

n−1
∑

k=0

Mk
n(a2 sin2 θ + b2 cos2 θ)(x, y)

=
1

6n

n−1
∑

k=0

Mk
n(β)(x, y) ,

n Sn((pr1 − x)(pr2 − y))(x, y)

= n(Sn(pr1pr2)(x, y) − ySn(pr1) − xSn(pr2)(x, y) + xy)

=
1

6n

n−1
∑

k=0

Mk
n

(

(a2 − b2) sin(2θ)
)

(x, y)

=
1

6n

n−1
∑

k=0

Mk
n (γ) (x, y) .

Our assumptions on the functions a and b ensure that all the functions
α, β and γ are in C0,w(R2) and hence from Proposition 3.5.7 (see also Remark
3.5.8), it follows

lim
n→+∞

n

2
Sn

(

(pr1 − x)2
)

(x, y) =
1

6
α(x, y)

lim
n→+∞

n

2
Sn

(

(pr2 − y)2
)

(x, y) =
1

6
β(x, y)

lim
n→+∞

nSn((pr1 − x)(pr2 − y))(x, y) =
1

6
γ(x, y)

uniformly with respect to the weighted uniform norm in C
(b)
w (R2).

Finally, we have only to show that the last addend in (3.5.20) converges
to 0 with respect to the weighted uniform norm. To this end, let ε > 0 and
consider δ > 0 such that |η(s, t, x, y)| ≤ ε whenever (s− x)2 + (t− y)2 ≤ δ2.
Moreover, take M > 0 such that |η(s, t, x, y)| ≤ M for every (x, y), (s, t) ∈
R

2. We have

|η(s, t, x, y)| ((s− x)2 + (t− y)2) ≤ ε((s− x)2 + (t− y)2)

if (s − x)2 + (t− y)2 ≤ δ2 and

|η(s, t, x, y)| ((s − x)2 + (t− y)2) ≤ M

δ2
((s − x)2 + (t− y)2)2 ,

whenever (s − x)2 + (t− y)2 > δ2. In any case

|η(s, t, x, y)| ((s−x)2+(t−y)2) ≤ ε((s−x)2+(t−y)2)+M

δ2
((s−x)2+(t−y)2)2
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and hence

∣

∣nSn

(

η(pr1,pr2, x, y)
(

(pr1 − x)2 + (pr2 − y)2
))

(x, y)
∣

∣

≤ nSn

(

|η(s, t, x, y)|
(

(pr1 − x)2 + (pr2 − y)2
))

(x, y)

≤ nSn

(

ε((pr1 − x)2 + (pr2 − y)2)
)

(x, y)

+nSn

(

M

δ2
((pr1 − x)2 + (pr2 − y)2)2

)

(x, y)

≤ εnSn

(

(pr1 − x)2 + (pr2 − y)2
)

(x, y)

+
M

δ2
nSn

(

(

(pr1 − x)2 + (pr2 − y)2
)2
)

(x, y) .

Observe that

lim
n→+∞

nSn((pr1 − x)2 + (pr2 − y)2)(x, y) =
1

3
(a2(x, y) + b2(x, y))

uniformly with respect to the weighted norm and hence, from the arbitrarily
of ε, it remains only to show that

lim
n→+∞

∥

∥

∥
nSn

(

(

(pr1 − x)2 + (pr2 − y)2
)2
)∥

∥

∥

w
= 0 . (3.5.21)

Indeed, a straightforward calculation yields

Mn

(

(

(pr1 − x)2 + (pr2 − y)2
)2
)

= ((pr1 − x)2 + (pr2 − y)2)2

+
1

n4

(

1

5
a4 +

2

9
a2 b2 +

1

5
b4
)

+
2

n2
α

(

(pr1 − x)2 +
1

3
(pr2 − y)2

)

+
2

n2
β

(

1

3
(pr1 − x)2 + (pr2 − y)2

)

+
4

3n2
γ (pr1 − x)(pr2 − y) ,

and taking n iterations of the above formula, we have

nSn

(

(

(pr1 − x)2 + (pr2 − y)2
)2
)

= ((pr1 − x)2 + (pr2 − y)2)2

+
1

n2

(

1

n

n−1
∑

k=0

Mk
n

(

1

5
a4 +

2

9
a2 b2 +

1

5
b4
)

)

+
1

n

n−1
∑

k=0

Mk
n

(

2α

(

(pr1 − x)2 +
1

3
(pr2 − y)2

))

+
1

n

n−1
∑

k=0

Mk
n

(

2β

(

1

3
(pr1 − x)2 + (pr2 − y)2

))

+
1

n

n−1
∑

k=0

Mk
n

(

4

3
γ(pr1 − x)(pr2 − y)

)

.
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Now, we discuss the convergence in C
(b)
w (R2) of the preceding addends

evaluated at (x, y). The first addend ((pr1 − x)2 + (pr2 − y)2)2 vanishes
identically at (x, y). As regards to the second addend, we observe that the
assumptions on a and b ensure that a4, b4, a2b2 ∈ C0,w(R2) and hence, from
Proposition 3.5.7 and Remark 3.5.8, we have

lim
n→+∞

1

n

n−1
∑

k=0

Mk
n

(

1

5
a4 +

2

9
a2 b2 +

1

5
b4
)

=
1

5
a4 +

2

9
a2 b2 +

1

5
b4

for the weighted uniform norm. Therefore the second addend converges to 0
uniformly with respect to the weighted norm due to the factor 1/n2. Finally,
the same argument can be applied to the last three addends and we find that

they converge in C
(b)
w (R2) respectively to the functions

2α

(

(pr1 − x)2 +
1

3
(pr2 − y)2

)

, 2β

(

1

3
(pr1 − x)2 + (pr2 − y)2

)

,

and
4

3
γ (pr1 − x)(pr2 − y)

which vanish identically at (x, y).
Hence (3.5.21) has been established and the proof is complete. �

Under additional assumptions on the functions a and b, we can state the
Voronovskaja-type formula in the space C0(R

2) with respect to the uniform
norm.

We begin with the analogous of Proposition 3.5.7 in the space C0(R
2).

Proposition 3.5.10 For every f ∈ C2(R2) having bounded second-order
partial derivatives, we have

lim
n→+∞

∥

∥

∥

∥

∥

1

n

n−1
∑

k=0

Mk
n(f) − f

∥

∥

∥

∥

∥

= 0 . (3.5.22)

Proof. Indeed, since the operators Mn are positive contractions, from
(3.5.15) we have

∥

∥

∥

∥

∥

1

n

n−1
∑

k=0

Mk
n(f) − f

∥

∥

∥

∥

∥

≤ 1

n

n−1
∑

k=0

∥

∥

∥Mk
n(f) − f

∥

∥

∥

≤ 1

n
‖Mn(f) − f‖

n−1
∑

k=0

k ≤ 1

n

Cf (‖a2‖ + ‖b2‖)
n2

n(n− 1)

2
.

Taking the limit as n→ +∞, we have the validity of (3.5.22). �
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Theorem 3.5.11 (Voronovskaja-type formula in C0(R
2)) Assume that

a(1 + pr1 + pr2) ∈ C0(R
2) , b(1 + pr1 + pr2) ∈ C0(R

2)

and consider the differential operator A defined by (3.5.19).
Then, for every f ∈ C2

0(R2), we have

lim
n→∞

‖n (Snf − f)−A(f)‖ = 0 .

Proof. We observe that Proposition 3.5.10 continues to hold for every
function in C0(R

2) by a density argument, and that our assumptions ensure
that α, β and γ and all the functions involved in the remainder estimates are
in C0(R

2). Using this remark in place of Proposition 3.5.7, we can proceed
exactly as in the proof of Theorem 3.5.9. �




