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Chapter I

Introduction

The general aim of this work is concerned with quantitative estimates of
the convergence of suitable sequences of linear operators to the solution of
evolution problems of the form







∂u

∂t
(x, t) = Au(·, t)u(x) ,

u(x, 0) = u0(x) ,
(I.1)

where A : D(A) −→ X is a linear second-order differential operator on
some Banach space X, independent of the time variable. Possible boundary
conditions of problem (I.1) are included in the domain of A. In most cases
we shall have a second-order (possibly degenerate) differential operator

Au(x) = α(x)u′′(x) + β(x)u′(x) , x ∈ I , (I.2)

where I :=]r1, r2[ is a real interval and α, β : I → R are continuous functions
with α(x) > 0 for every x ∈ I.

It is well-known that the solution of this problem can be represented using
the semigroup theory; namely, if the operator A generates a C0-semigroup
(T (t))t≥0 on a suitable domain D(A) and u0 ∈ D(A) the solution of the
preceding problem is given by

u(t, x) = (T (t)u0)(x) , t ≥ 0 . (I.3)

This approach motivated Feller to study the general conditions (that are,
the domains) under which the operator A generates a C0-semigroup and in
1952 he completely characterized this property both on the space of real
continuous functions than of integrable functions on a real interval (see
[52, 54, 53]). After these papers many questions arose concerning with
representation (I.3). In particular, the generation of a C0-semigroup has
been deeply investigated on an assigned domain. Necessary and sufficient
conditions in order for A to be the generator of a C0-semigroup in C(I)
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have been given by Clément and Timmermans [44] when Ventcel’s bound-
ary conditions are imposed at the endpoints, and by Timmermans in [69]
on the maximal domain. More recently, the existence of a C0-semigroup
has been characterized in [29] also in the case of Neumann’s type boundary
conditions at the endpoints. In the space L1(I) the characterization of the
generation of a C0-semigroup has been completely achieved in [19] on the
adjoint maximal domain, on the adjoint Dirichlet domain and on the adjoint
Neumann domain. All the results obtained in [44, 69, 29, 19] are very closely
related to the pioneer work by Feller [54]; in the preliminary section we give
a brief exposition of them.

Another field of interest which was immediately developed after the work
of Feller was the possibility of approximating the semigroup (T (t))t≥0 gener-
ated by (A,D(A)). In this respect, starting from usual numeric methods for
computing the solution of a partial differential equation [57], in 1958 Trotter
[70] provided some important results which have been revealed as the main
tools for the investigation and the approximation of the solution of (I.1) until
today. More precisely, the idea of Trotter was based on the construction of
an implicit Euler scheme for the approximation of the semigroup (T (t))t≥0.
He treated the question of convergence of suitable difference operators in
an operator-theoretic fashion, in which semigroup theory give a fundamen-
tal contribution. The main idea consist in replacing the differential operator
with approximating operators, and taking the solution of the resulting equa-
tion as an approximation to the solution of the original equation. Namely,
the process is made through a discretization in time and space: to be more
precise, for each n ∈ N, let be hn the time-size, and Sn a spatial grid; the
function un(khn, x) defined on Sn represents the approximation of the solu-
tion of (I.1) at the time tk = khn, and can be defined recursively in terms
of a linear operator Ln

{

un(tk, x) = Lnun (tk−1, x)
un(0, x) = fn(x) ,

(I.4)

note that un(tk, x) = Lk
nf(x).

In this scheme we approximate the operator A with An = Lnu−u
hn

, and
consequently, if we require that An converges to A in some suitable sense,

the solution u(t, x) of (I.1) will be approximated by L[th−1
n ]

n f(x).
Thus, under suitable assumptions, Trotter obtained a sequence (Ln)n≥1

of linear operators satisfying

lim
n→+∞

Lk(n)
n = T (t)

whenever limn→+∞ k(n)/n = t (see [70, Theorem 5.1] and Chapter II).
As an immediate consequence of this result we can represent the solution

of problem (I.1) as follows

u(t, x) = lim
n→+∞

Lk(n)
n (u0)(x) , t ≥ 0 .
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This last representation opened the possibility of approximating the so-
lution of parabolic problems through positive operators.

Among the main applications, the parabolic problems under considera-
tion were concerned with diffusion models in population genetics and mod-
els in mathematical finance. Diffusion models in population genetics and in
particular Wright-Fisher models were indeed the starting point of the inves-
tigation of Feller. The evolution problem (I.1) corresponding to this model
in absence of selection, mutation and migration becomes















∂u

∂t
(x, t) =

x(1 − x)

2

∂2u

∂x2
(x, t) ,

t > 0 , 0 < x < 1 ,
u(x, 0) = u0(x) , 0 ≤ x ≤ 1 .

(I.5)

Karlin and Ziegler [56] showed that the solution of the preceding problem
can be expressed in terms of iterates of the classical Bernstein operators

Bnf(x) =

n
∑

k=0

(

n

k

)

xk (1 − x)n−kf

(

k

n

)

, 0 ≤ x ≤ 1 ,

evaluated at the initial function u0.

The connection with the evolution problem is provided by the following
Voronovskaja’s formula

lim
n→+∞

n(Bnf(x) − f(x)) =
x(1 − x)

2
f ′′(x) ,

which holds uniformly for every f ∈ C2([0, 1]).

Then, applying the Trotter’s theorem on the approximation of semi-
groups, we obtain that the semigroup (T (t))t≥0 generated by the operator

Au(x) = x(1−x)
2 u′′(x) on the Ventcel’s domain

D(A) = {u ∈ C[0, 1] ∩ C2]0, 1[ | lim
x→0,1

Au(x) = 0}

can be represented as

T (t)u(x) = lim
n→+∞

B[nt]
n u(x)

and hence the solution of (I.5) can be written as

u(x, t) = T (t)u0(x) = lim
n→+∞

B[nt]
n u0(x) .

After this example, models with more than two alleles and recently even
with an infinite numbers of alleles have been considered. Different mathe-
maticians from several schools were involved in this project.



viii Introduction

Of particular interest in this context is the generalization introduced of
Altomare [2], concerning with positive operators of Bernstein type, namely
Bernstein-Schnabl operators, in an infinite dimensional setting by associat-
ing them to a positive projection.

This result has motivated many subsequent researches. On one hand
there was the possibility of applying the same method to different sequences
of positive operators (Stancu, Lototsky and so on; see [9, Chapter VI] and
[3, 4, 5, 16, 12, 22, 23]) obtaining in this way the possibility of approximating
the solutions of an enlarged class of Cauchy problems.

On the other hand, starting with an assigned degenerate parabolic prob-
lem, it has also been considered the inverse problem of approximating its
solution by means of suitable sequences of discrete or integral positive op-
erators (see e.g. [6, 7, 19, 11, 13, 14, 15, 18, 27, 24, 25, 26, 28, 30, 35]).

Further, this approach has also been extended to a direct study of the
diffusion model (see [8]).

However, the lack of a quantitative estimate of the convergence of the
iterates of the positive operators to the limit semigroup has constituted
one of the main problems in the applications of Trotter’s theorem. Some
results in this direction have recently been obtained in [55] and [62]. In these
papers the limit semigroup is assumed to have a growth bound equal to 0
and applications to classical approximation processes require restriction to
the subspaces of C4 and C3-functions respectively.

In Chapter 1, we shall be able to state a general result concerning with
the order of convergence to the limit semigroup. Our result holds under the
same general assumptions of Trotter’s theorem. Moreover we don’t make
any assumptions on the growth bound of the semigroup and the general
result yields better estimates even in the case of growth bound equal to 0.

This main result requires only a quantitative estimate in the Voronovskaja-
type formula in terms of suitable seminorms. Then we shall be able to evalu-
ate the norm difference between the k(n)-iterates of the linear operator and
the semigroup. Consequently a suitable choice of the sequence (k(n))n∈N

will ensure the strong convergence of the iterates to the semigroup.
We also point out that our estimate behaves better even for linear func-

tions and does not require any invariant subspace properties.
A representation by means of iterates of positive operators can be ob-

tained for the resolvent operator of semigroup’s generator. In [1] it was
given a general description of this kind of representation in terms of ap-
proximating processes of the resolvent operator and different formulas of
independent interest were obtained. These formulas turn out to be use-
ful for some qualitative properties of the semigroup in different meaningful
cases.

Along this line, we shall give a quantitative estimate in the approxi-
mation of the resolvent operator starting from a quantitative version of a
Voronovskaja-type formula.
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Moreover, we have studied the possibility of introducing some general se-
quences of linear operators obtained from classical approximation processes
which turn to be useful in the approximation of the resolvent operators.
The aim is the possibility of representing the resolvent operators in terms
of classical approximation operators.

The results in this chapter are collected in [36, 37, 38].
In Chapter 2, we shall provide several applications of the general quanti-

tative estimates, by considering some classes of Schnabl-type operators and
using a quantitative version of the Voronovskaja-type formula obtained in
[9].

As regards the finite dimensional setting we shall provide a general result
concerning with a quantitative Voronovskaja-type formula which holds for
all functions of class C2,α(K), where K is a compact domain in R

d. So we
shall be able to give some estimates of the convergence to the limit semigroup
in this space extending considerably the class of functions for which such an
estimate have been found.

The order of convergence to the second-order differential operator is
strictly related to the convergence of (Ln(id−x)2(x))n∈N to 0. In particular,
when we describe the solution of the evolution problem associated with a
Fleming-Viot diffusion model in population genetics in terms of Bernstein
operators, we can furnish the order of convergence equal to α/2 in the space
C2,α(K).

We shall show a partial converse result which ensures that this order of
convergence is the best possible for the Bernstein operators.

Finally we conclude Chapter 2 with an application to suitable combina-
tions of iterates of Stancu operators. These results can been found in [37]
and [39].

In Chapter 3 we consider iterates of generalized Steklov operators and
study their convergence to a limit semigroup generated by the second-order
differential operator Af(x) = a(x)f ′′(x), where the coefficient a has a de-
generation at least of second order at the endpoints. We also give a quanti-
tative version of Voronovskaja’s formula in order to apply the quantitative
estimates in Chapter 1.

The choice of Steklov operators is motivated by the possibility of con-
sidering the same kind of operators in different setting, such as spaces of
continuous functions or weighted spaces of continuous functions both on
bounded and unbounded real intervals; hence we can study the convergence
to the limit semigroups in all these setting.

The results in this chapter have been obtained in collaboration with I.
Rasa (Cluj-Napoca, Romania) and published in [33], [34]. At the end of the
chapter we briefly describe a possibile extension to the multivariate case. In
this setting we have only some partial results which has been published in
[42].

The need of adapting sequences of operators to different settings has
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lead us to study the possibility of considering a combinations of different
sequences of operators in the approximation of the same problem.

In Chapter 4 we introduce a general and simple method which consists in
constructing a new approximation process starting with a decomposition of
an Hilbert space into the direct sum of orthogonal subspaces and associating
to each subspace an assigned approximation process.

In this way are able to obtain new Voronovskaja-type formulas from as-
signed ones, or conversely we can construct particular approximation proces-
ses in order to satisfy a prescribed Voronovskaja-type formula, extending the
class of differential problems under consideration. Some similar questions
have also been considered in [31] and in [32].

Our method can be applied in different settings. We concentrate our
attention on some particular positive approximation processes in spaces
of L2-real functions, namely the Bernstein-Kantorovich and the Bernstein-
Durrmeyer operators.

The choice of these operators resides on the fact that both for Bernstein-
Kantorovich and Bernstein-Durrmeyer operators the Voronovskaja’s formula
is related to the evolution process associated with some diffusion models
in population genetics. Thus, it may happen that different factors, such
as selection, mutation and migration affect only some alleles and therefore
involve only a face of the simplex whose vertices represent the totality of
alleles; in this case the possibility of using different approximation processes
on different orthogonal subspaces allow us to make the appropriate choice
of the approximating operators on every subspace.

In connection with this problem we have also studied perturbations of
operators obtained by modifying some of its components. In concrete ex-
amples, this has been performed for Jackson convolution operators. These
results are published in [40] (a further investigation has been performed in
[41] for Bernstein-Durrmeyer operators and for the sake of brevity is not
included in this work).

Following the same approach of the preceding chapters, in Chapter 5 we
study the possibility of approximating the solution of suitable hyperbolic
problems using the generation of a cosine function (see [68] and [50] for
more details on this approach).

Unlike to the case of semigroup theory there has not been a similar devel-
opment in the approximation of cosine functions and only in [30, 35] we can
find some qualitative results on the convergence of iterates of trigonometric
polynomials to suitable cosine functions in the setting of spaces of continuous
periodic real functions. We provide a general cosine version of the Trotter’s
approximation theorem together with a quantitative estimate of the conver-
gence. We also introduce suitable sequences of operators approximating the
resolvent operators associated with the generator of the cosine function and
also in this case we obtain a quantitative estimate of the convergence. We
apply our results to some generalized Rogosinski trigonometric operators.
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These results are collected in [43].
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Chapter II

Preliminary and auxiliary

results

In this chapter we collect some brief recalls on the main topics involved in
this work. These recalls are only intended to fix some notation and references
for the subsequent chapters and not to furnish a complete treatment of the
subject.

II.1 Recalls on semigroup’s theory

For the sake of completeness we collect here some basic definitions and
results on semigroup’s theory which will be frequently used in the sequel.
We refer to the monographs [48] and [64] for a complete introduction to the
subject.

Let E be a Banach space over the field K. We shall denote by L(E) the
space of all bounded linear operators in E.

A semigroup (or a one-parameter semigroup) of bounded linear operators
on E is a family (T (t))t≥0 of elements of L(E) such that

1. T (0) = I,

2. T (s+ t) = T (s)T (t) for every s, t ≥ 0,

where I denotes the identity operator on E.
A semigroup is said to be strongly continuous (or a C0-semigroup) if for

every t0 ≥ 0 and f ∈ E

lim
t→t0

‖T (t)f − T (t0)f‖ = 0 .

The growth bound of the semigroup is defined by

ω0 := inf { ω ∈ R | there exists M ≥ 0 such that ‖T (t)‖ ≤M exp(ωt)

for every t ≥ 0} .
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The generator of a C0-semigroup is a linear operator A : D(A) → E
defined by

Af := lim
t→0+

T (t)f − f

t
,

on the linear subspace

D(A) :=

{

f ∈ E | there exists lim
t→0+

T (t)f − f

t
∈ E

}

.

A semigroup is said to by uniformly continuous if for every t0 ≥ 0

lim
t→t0

‖T (t) − T (t0)‖ = 0 .

In this case we haveD(A) = E andA is bounded; conversely, if A is bounded,
we can set

T (t) := exp(tA) :=

∞
∑

n=0

tn

n!
An (t ≥ 0) ,

and we obtain a uniformly continuous semigroup whose generator is A.
A linear operator A : D(A) → E is said to be closed if D(A) endowed

with the graph norm

‖f‖A := ‖f‖ + ‖A(f)‖ , f ∈ D(A) ,

becomes a Banach space. In other words, the graph {(f,Af) | f ∈ D(A)} is
closed in E × E.

We say that a linear operator B : D(B) → E is an extension of A if
D(A) ⊂ D(B) and Af = Bf for every f ∈ D(A).

A linear operator A : D(A) → E is closable if there exists a closed
extension of A. The smallest closed extension A : D(A) → E of A is called
the closure of A.

A core for a linear operator A : D(A) → E is a linear subspace D0 of
D(A) which is dense in D(A) with respect to the graph norm.

If A : D(A) → E is a closed operator, we shall denote by ρ(A) its resolvent
set, i.e.,

ρ(A) := {λ ∈ K | λI −A is invertible} .
The spectrum σ(A) is defined as

σ(A) := K \ ρ(A) .

If λ ∈ ρ(A) we shall denote by R(λ,A) the inverse of λI −A.
If A is the generator of a C0-semigroup (T (t))t≥0 then ρ(A) 6= ∅. More-

over, if ω0 denotes the growth bound of (T (t))t≥0 we have, for every λ ∈ K

such that Reλ > ω0 and f ∈ E

R(λ,A)f =

∫ ∞

0
exp(−λt)T (t)f dt .

Now we recall a generation and approximation theorem which is very
important for our purposes.
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Theorem II.1.1 (Trotter’s approximation theorem) Let (Ln)n∈N be a
sequence of bounded linear operators on E and let (ρn)n∈N be a decreasing
sequence of positive real numbers tending to 0. Suppose that there exists
M ≥ 0 and ω ∈ R such that

‖Lk
n‖ ≤Meω ρn k , for every k, n ∈ N . (II.1.1)

Moreover, assume that D is a dense subspace of E and for every f ∈ D the
following Voronovskaja-type formula holds

Af := lim
n→∞

Ln(f) − f

ρn
.

If (λ−A)(D) is dense in E for some λ > ω, then the closure of A generates
a C0-semigroup (T (t))t≥0 and for every f ∈ E and every sequence (k(n))n∈N

of positive integers satisfying limn→+∞ k(n)/ρn = t, we have

T (t)f = lim
n→∞

Lk(n)
n (f) . (II.1.2)
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II.2 Feller’s classification and generation results

In different applications we need to consider suitable domains where a second-
order differential operator generates a C0-semigroup. In this context, the
classification of Feller may help us to decide the right choice of the domain
of our operators (see [52, 54, 53]). After the work of Feller, it was also
considered the problem of investigating the generation of a C0-semigroup
on an assigned domain. Necessary and sufficient conditions in order for A
to be the generator of a C0-semigroup in C(I) have been given by Clément
and Timmermans [44] when Ventcel’s boundary conditions are imposed at
the endpoints, and by Timmermans in [69] on the maximal domain. More
recently, the existence of a C0-semigroup has been characterized in [29] also
in the case of Neumann’s type boundary conditions at the endpoints. In
the space L1(I) the characterization of the generation of a C0-semigroup
has been completely achieved in [19] on the adjoint maximal domain, on the
adjoint Dirichlet domain and on the adjoint Neumann domain. However, all
the results obtained in [44], [69], [29] and [19] are very closely related to the
pioneer work by Feller [54].

In the sequel we consider an interval I :=]r1, r2[ with −∞ ≤ r1 < r2 ≤
+∞ and two continuous real functions α, β : I → R with α > 0 in I. We
define the second-order differential operator

Au(x) := α(x)u′′(x) + β(x)u′(x) , u ∈ C(I) ∩C2(I) .

In order to state the main characterizations, we fix x0 ∈ I and define, for
every x ∈ I,

W (x) := exp

(

−
∫ x

x0

β(t)

α(t)
dt

)

(II.2.1)

and

Q(x) :=
1

α(x)W (x)

∫ x

x0

W (s) ds , R(x) := W (x)

∫ x

x0

1

α(s)W (s)
ds .

(II.2.2)

It is also useful to set I1 :=]r1, x0] and I2 := [x0, r2[. The endpoint ri,
i = 1, 2 is said to be

a regular boundary if Q ∈ L1(Ii) , R ∈ L1(Ii) ;
an exit boundary if Q /∈ L1(Ii) , R ∈ L1(Ii) ;
an entrance boundary if Q ∈ L1(Ii) , R /∈ L1(Ii) ;
a natural boundary if Q /∈ L1(Ii) , R /∈ L1(Ii) .

(II.2.3)

The following generation results will be used in the sequel.

First, we consider the maximal domain of A defined as follows

DM (A) = {u ∈ C(Ī) ∩ C2(I) | Au ∈ C(Ī)} . (II.2.4)
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Theorem II.2.1 (Feller [54], Timmermans [69]) The linear operator (A,DM (A))
generates a C0-semigroup in C(I) if and only if r1 ed r2 are both entrance
or natural endpoints. The semigroup is of positive contractions whenever it
exists.

If we consider Ventcel’s boundary condition, we get the following domain
of A

DV (A) = {u ∈ C(I) ∩ C2(I) | lim
x→r1,r2

Au(x) = 0} (II.2.5)

and we have the following generation result.

Theorem II.2.2 (Feller [54], Clément-Timmermans [44]) The linear
operator (A,DV (A)) generates a C0-semigroup in C(I) if and only if both
r1 and r2 are not entrance boundary points. The semigroup is of positive
contractions whenever it exists.
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II.3 Cosine functions

In this section we briefly collect some definitions and properties of cosine
functions. We limit ourselves to those notions which are strictly necessary
for the sequel. An organic treatment of the subject can be found in the
monographs [50, 17] and in the paper by Sova [68].

A family (C(t))t∈R of linear operators on a Banach space E is a cosine
function if the following conditions are satisfied

1. C(0) = I,

2. C(s+ t) + C(s− t) = 2C(s)C(t) for every s, t ≥ 0.

A cosine function is said to be strongly continuous (or a C0-cosine func-
tion) if for every t0 ≥ 0 and f ∈ E

lim
t→t0

‖C(t)f −C(t0)f‖ = 0 .

The infinitesimal generator of a strongly continuous cosine function is the
linear operator A : D(A) → E defined by

A(f) := lim
t→0

C(t)u− 2u+ C(−t)u
h2

on

D(A) :=

{

u ∈ E | lim
t→0

C(t)u− 2u+ C(−t)u
h2

∈ E
}

.

If a linear operator A : D(A) → E generates a strongly continuous cosine
function (C(t))t∈R, then the solution of the second-order hyperbolic problem































∂2

∂t2
u(t, x) = Au(t, x) , t ∈ R ;

u(0, x) = u0(x) , x ∈ R ;

∂

∂t
u(t, x)|t=0 = u1(x) , x ∈ R .

is given by

u(t, x) = C(t)u0(x) +

∫ t

0
C(s)u1(x) ds .

If (C(t))t∈R is a cosine function on E, there exist ω ∈ R and C0 ≥ 0 such
that

‖C(t)‖ ≤ C0 e
ω |t|.

For every Reλ > ω, we have λ2 ∈ ρ(A) and

R(λ2, A)u =
1

λ

∫ +∞

0
e−λ tC(t)u dt , u ∈ E .



Chapter 1

Quantitative estimates

In this chapter we state our main results concerning with quantitative esti-
mates of the convergence in Trotter’s approximation theorem.

These estimates are related to the convergence of sequences of iterates of
linear operators to an assigned semigroup, and to the resolvent operator of
semigroups’s generator.

We make no restriction on the general assumptions in the classical Trot-
ter’s Theorem and we only require a quantitative estimates of the voronovskaja-
type formula in terms of suitable seminorms.

The results in this chapter are collected in [36, 37, 38].

1.1 Quantitative approximation of semigroups

We need a slight improvement of [64, Lemma III.5.1, p. 89]. On one hand
this will provide us better constants in the subsequent main result and on the
other hand it will be essential in order to avoid restrictions on the domain
of the resolvent operator in the next section.

Lemma 1.1.1 Let L : E → E be a linear operator on a Banach space E
and assume that there exist M > 0 and N ≥ 1 such that, for every k ≥ 1,

‖Lk‖ ≤MNk .

Then for every u ∈ E and k ≥ 1 we have

‖ek(L−I)u− Lku‖ ≤M

(

Nk−1

√

2k

π
+
ek(N−1) −Nk

N − 1

)

‖Lu− u‖ (1.1.1)

if N > 1 and

‖ek(L−I)u− Lku‖ ≤M

√

2k

π
‖Lu− u‖ (1.1.2)

if N = 1.
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Proof. Let N > 1; if 0 ≤ i < k, we have

‖Lku− Liu‖ =

k−1
∑

j=i

‖Lj+1u− Lju‖ =

k−1
∑

j=i

‖Lj(Lu− u)‖

≤ M ‖Lu− u‖
k−1
∑

j=i

N j

= M ‖Lu− u‖
(

1 −Nk

1 −N
− 1 −N i

1 −N

)

= M
Nk −N i

N − 1
‖Lu− u‖

and further

Nk −N i

N − 1
=

k−1
∑

j=i

N j ≤ (k − i)Nk−1 .

Similarly, if 0 ≤ k < i,

‖Lku− Liu‖ ≤M
N i −Nk

N − 1
‖Lu− u‖ .

Therefore we have

‖ek(L−I)u− Lku‖ = ‖e−k
∞
∑

i=0

ki

i!
(Liu− Lku)‖

≤ e−k
∞
∑

i=0

ki

i!
‖Liu− Lku‖

≤ e−k

(

k−1
∑

i=0

ki

i!
‖Liu− Lku‖ +

∞
∑

i=k+1

ki

i!
‖Liu− Lku‖

)

≤M
e−k

N − 1

(

k−1
∑

i=0

ki

i!
(Nk −N i) +

∞
∑

i=k+1

ki

i!
(N i −Nk)

)

‖Lu− u‖

= M
e−k

N − 1

(

2
k−1
∑

i=0

ki

i!
(Nk −N i) +

∞
∑

i=0

ki

i!
(N i −Nk)

)

‖Lu− u‖

= M e−k

(

2

k−1
∑

i=0

ki

i!

Nk −N i

N − 1
+

1

N − 1
(eNk −Nkek)

)

‖Lu− u‖

≤M e−k

(

2

k−1
∑

i=0

ki

i!
(k − i)Nk−1 +

eNk −Nkek

N − 1

)

‖Lu− u‖

= M e−k

(

2Nk−1

(

k

k−1
∑

i=0

ki

i!
−

k−1
∑

i=1

ki

(i− 1)!

)

+
eNk −Nkek

N − 1

)

×‖Lu− u‖
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= M e−k

(

2Nk−1

(

k

k−1
∑

i=0

ki

i!
− k

k−1
∑

i=1

ki−1

(i− 1)!

)

+
eNk −Nkek

N − 1

)

×‖Lu− u‖

= M e−k

(

2Nk−1k
kk

k!
+
eNk −Nkek

N − 1

)

‖Lu− u‖ .

Applying Stirling formula k! =
√

2πk kk e−k eθk/(12k), 0 ≤ θk ≤ 1, we obtain

‖ek(L−I)u− Lku‖

≤M e−k

(

2Nk−1k
kk

√
2πk kke−k

+
eNk −Nkek

N − 1

)

‖Lu− u‖

= M

(

Nk−1

√

2k

π
+
ek(N−1) −Nk

N − 1

)

‖Lu− u‖

and this yields (1.1.1). Finally (1.1.2) can be similarly shown using the
inequality ‖Lku− Liu‖ ≤M(k − i)‖Lu− u‖ whenever 0 ≤ i < k. �

Observe that (1.1.2) can be obtained from (1.1.1) taking the limit as
N → 1+.

Now we can state one of the main results. Starting with a sequence of lin-
ear operators and the generator of a C0-semigroup satisfying a quantitative
Voronovskaja-type formula, we can evaluate the norm difference between
the k(n)-iterate of the n-th linear operator and the semigroup. Suitable
choices of the sequence (k(n))n∈N ensure the convergence of the iterates to
the semigroup.

Namely, let (Ln)n∈N be a sequence of bounded linear operators on a
Banach space E and A : D → E a linear operator satisfying the hypotheses
of Trotter’s Theorem, i.e. the stability condition

‖Lk
n‖ ≤Meω k/n , (1.1.3)

and the Voronovskaja-type formula

Af = lim
n→∞

n(Lnf − f) .

Moreover, assume that D is a dense subspace of E and (λ−A)(D) is dense
in E for some λ > ω. Then from the classical Trotter’s theorem (see [70,
Theorem 5.1] or Theorem II.1.1) the closure of A generates a C0-semigroup
(T (t))t≥0 which can be represented as limit of iterates of Ln, i.e. T (t)f =

limn→∞L
k(n)
n (f) for every f ∈ E and every sequence (k(n))n∈N of positive

integers satisfying limn→+∞ k(n)/n = t. Moreover, we have the following
result.
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Theorem 1.1.2 Under the above assumptions, assume that D is a subspace
of D such that for every u ∈ D and n ∈ N, we have

‖n(Lnu− u)‖ ≤ ϕn(u) , (1.1.4)

and the following estimate of the Voronovskaja-type formula holds

‖n(Lnu− u) −Au‖ ≤ ψn(u) , (1.1.5)

where ϕn, ψn : D → [0,+∞[ are seminorms on the subspace D such that
limn→∞ ψn(u) = 0 for every u ∈ D.

Then for every t ≥ 0 and for every sequence (k(n))n≥1 of positive integers
and u ∈ D, we have

∥

∥

∥
T (t)u− Lk(n)

n u
∥

∥

∥
≤M2 t exp(ω eω/n t)ψn(u) (1.1.6)

+M

(

exp(ω eω/n tn)

∣

∣

∣

∣

k(n)

n
− t

∣

∣

∣

∣

+

√

2

π
eω k(n)/n

√

k(n)

n

+
ω

n

k(n)

n
exp

(

ω eω/n k(n)

n

))

ϕn(u)

where tn := sup{t, k(n)/n}.

Proof. Let n ≥ 1 and consider the linear bounded operator An := n(Ln−I).
It generates a uniformly continuous C0-semigroup (Sn(t))t≥0 on E given by

Sn(t) = et An = e−nt ent Ln = e−nt
+∞
∑

k=0

(n t)k

k!
Lk

n , t ≥ 0 .

Observe that D is a core for the closure of (A,D) and consequently, from
the first Trotter-Kato approximation theorem (see e.g. [48, Theorem 4.8, p.
209] and [64, Theorem III.4.4, p. 87]), we have that (Sn(t))t≥0 converges
strongly to the C0-semigroup (T (t))t≥0 .

Consequently

‖Sn(t)‖ ≤ e−nt
+∞
∑

k=0

(n t)k

k!
‖Lk

n‖ ≤Me−nt
+∞
∑

k=0

(n t)k

k!
eωk/n

= M exp
(

nt
(

eω/n − 1
))

, t ≥ 0 .

Now, let (k(n))n≥1 be an increasing sequence of positive integers and let
u ∈ D. We have

∥

∥

∥T (t)u− Lk(n)
n u

∥

∥

∥ ≤ ‖T (t)u− Sn(t)u‖ +

∥

∥

∥

∥

Sn(t)u− Sn

(

k(n)

n

)

u

∥

∥

∥

∥

+

∥

∥

∥

∥

Sn

(

k(n)

n

)

u− Lk(n)
n u

∥

∥

∥

∥

, (1.1.7)
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and therefore we can get (1.1.6) by estimating each term in (1.1.7).

As regards the first term we observe that, for every n,m ≥ 1, we have

‖Sn(t)u− Sm(t)u‖ =

∥

∥

∥

∥

∫ 1

0

d

ds

(

esnt(Ln−I) e(1−s)mt(Lm−I)u
)

ds

∥

∥

∥

∥

≤
∫ 1

0

∥

∥

∥(nt(Ln − I) −mt(Lm − I)) esnt(Ln−I) e(1−s)mt(Lm−I)u
∥

∥

∥ ds

≤ t ‖n(Ln − I)u−m(Lm − I)u‖
∫ 1

0
‖Sn(st)‖ ‖Sm((1 − s)t)‖ ds .

If ω > 0 we have

∫ 1

0
‖Sn(st)‖ ‖Sm((1 − s)t)‖ ds ≤M2 ent(eω/n−1) − emt(eω/m−1)

nt
(

eω/n − 1
)

−mt
(

eω/m − 1
)

and hence

‖Sn(t)u− Sm(t)u‖

≤M2 ent(eω/n−1) − emt(eω/m−1)

nt
(

eω/n − 1
)

−mt
(

eω/m − 1
) t ‖n(Ln − I)u−m(Lm − I)u‖ .

Taking the limit as m→ +∞ and using the inequality

ex − 1 ≤ x ex , x ≥ 0 , (1.1.8)

we get

‖Sn(t)u− T (t)u‖ ≤ M2 e
nt(eω/n−1) − eωt

n
(

eω/n − 1
)

− ω
‖n(Ln − I)u−Au‖

≤ M2 e
nt(eω/n−1) − eωt

n
(

eω/n − 1
)

− ω
ψn(u)

≤ M2 e
ωt(ent(eω/n−1)−ωt − 1)

n
(

eω/n − 1
)

− ω
ψn(u)

≤ M2 e
ωtt(n

(

eω/n − 1
)

− ω)ent(eω/n−1)−ωt

n
(

eω/n − 1
)

− ω
ψn(u)

= M2 tent(eω/n−1) ψn(u)

≤ M2 teωteω/n
ψn(u) .

Similarly, if ω = 0 we obtain ‖Sn(t)u− T (t)u‖ ≤M2 t ψn(u).
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In regard to the second term in (1.1.7), using [64, Theorem I.2.4, d), p.
5] and (1.1.8), we have

∥

∥

∥

∥

Sn(t)u− Sn

(

k(n)

n

)

u

∥

∥

∥

∥

=

∥

∥

∥

∥

∥

∫ t

k(n)/n
Sn(s) (n(Ln − I))u ds

∥

∥

∥

∥

∥

≤M exp
(

n tn

(

eω/n − 1
))

∣

∣

∣

∣

k(n)

n
− t

∣

∣

∣

∣

‖n(Ln − I)u‖

≤M eω tn eω/n

∣

∣

∣

∣

k(n)

n
− t

∣

∣

∣

∣

ϕn(u) ,

where tn := max{t, k(n)/n}.
Finally, from Lemma 1.1.1 with N = eω/n, k = k(n) and L = Ln, we

obtain
∥

∥

∥

∥

Sn

(

k(n)

n

)

u− Lk(n)
n u

∥

∥

∥

∥

=
∥

∥

∥ek(n)(Ln−I)u− Lk(n)
n u

∥

∥

∥

≤M

(

eω(k(n)−1)/n

√

2k(n)

π
+
ek(n)(eω/n−1) − eω k(n)/n

eω/n − 1

)

‖n(Lu− u)‖
n

.

Using (1.1.8), we have

ek(n)(eω/n−1) − eω k(n)/n

eω/n − 1
≤ ek(n) (ω/n) eω/n − eω k(n)/n

eω/n − 1

=
eω k(n)/n(eω (eω/n−1) k(n)/n − 1)

eω/n − 1

≤ ω (eω/n − 1)
k(n)

n

eω k(n)/n eω (eω/n−1)k(n)/n

eω/n − 1

= ω
k(n)

n
eω eω/nk(n)/n

and consequently
∥

∥

∥

∥

Sn

(

k(n)

n

)

u− Lk(n)
n u

∥

∥

∥

∥

≤M

(

eω k(n)/n

√

2

π

√

k(n)

n
+
ω

n

k(n)

n
eω eω/nk(n)/n

)

ϕn(u) .

If ω = 0, from (1.1.2) we get ‖Sn(k(n)/n)u−Lk(n)
n u‖ ≤M

√

2
π

√
k(n)

n ϕn(u).

Hence, collecting the above inequalities, from (1.1.7) we get

∥

∥

∥
T (t)u− Lk(n)

n u
∥

∥

∥
≤M2 t eω t eω/n

ψn(u) +M eω tn eω/n

∣

∣

∣

∣

k(n)

n
− t

∣

∣

∣

∣

ϕn(u)

+M

(

eω k(n)/n

√

2

π

√

k(n)

n
+
ω

n

k(n)

n
eω eω/nk(n)/n

)

ϕn(u)
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if ω > 0 and

∥

∥

∥T (t)u− Lk(n)
n u

∥

∥

∥ ≤M2 t ψn(u)+M

∣

∣

∣

∣

k(n)

n
− t

∣

∣

∣

∣

ϕn(u)+M

√

2

π

√

k(n)

n
ϕn(u)

if ω = 0, as required. �

Remarks 1.1.3

1. From the preceding result, the order of convergence of (L
k(n)
n )n≥1

to T (t) on the subspace D depends on the order of convergence of
(ψn)n≥1 (and eventually of (ϕn)n≥1) to 0, on the order of convergence
of |t− k(n)/n|n≥1 to 0 (the best choice is k(n) = [nt] which gives an

order of convergence of 1/n) and on
√

k(n)/n which behaves like
√

t/n
as n→ +∞. In most applications, an asymptotic behavior like

√

t/n
as n→ +∞ can be obtained.

2. We can always take ϕn(u) := ‖Au‖ + ψn(u) but we have preferred to
introduce an independent estimate of ‖n(Ln−I)u‖ since some applica-
tions can be more precise, as in the case of Stancu-Schnabl operators
considered in the next section.

3. If the operators Ln are linear contractions, then the stability condition
(1.1.3) on its iterates is automatically satisfied and from the represen-
tation (II.1.2) we obtain that the semigroup (T (t))t≥0 is itself of linear
contractions.

4. If u ∈ D and Lnu = u for every n ≥ 1, the proof of Theorem 1.1.2
also gives T (t)u = u for every t ≥ 0. Hence, the semigroup preserves
every function which is preserved by all approximating operators.

5. Observe that estimate (1.1.6) holds uniformly with respect to t in
compact intervals. �

In concrete applications, we often take k(n) = [nt]. In this case we
obviously have tn = t and

∣

∣

∣

∣

[nt]

n
− t

∣

∣

∣

∣

=
nt− [nt]

n
≤ 1

n
.

Hence estimate (1.1.6) yields

∥

∥

∥
T (t)u− L[nt]

n u
∥

∥

∥
≤M2 t exp(ω eω/n t)ψn(u) (1.1.9)

+
M√
n

(

exp(ω eω/n t)√
n

+

√

2t

π
eω t +

ω t√
n

exp
(

ω eω/n t
)

)

ϕn(u) .
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In most applications the growth bound ω of the semigroup will be equal
to 0; in this particular case (1.1.6) and (1.1.9) become respectively

∥

∥

∥T (t)u− Lk(n)
n u

∥

∥

∥ ≤M2 t ψn(u) +M

(

∣

∣

∣

∣

k(n)

n
− t

∣

∣

∣

∣

+

√

2

π

√

k(n)

n

)

ϕn(u)

(1.1.10)
and

∥

∥

∥T (t)u− L[nt]
n u

∥

∥

∥ ≤M2 t ψn(u) +
M√
n

(

1√
n

+

√

2t

π

)

ϕn(u) . (1.1.11)
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1.2 Estimate of the resolvent operator

1.2.1 Quantitative estimate of the convergence to the resol-

vent operator

The next result is concerned with the approximation of the resolvent oper-
ator of the closure of (A,D).

If E is a real Banach space we consider the complexification Ec ∼ E×E
defined as usual by defining (α + iβ)u := (αu, βu) for every α, β ∈ R and
u ∈ E. An operator L : E → E can be regarded as acting on Ec by setting
L(u, v) = (L(u), L(v)) for every u, v ∈ E.

At this point, for every n ≥ 1 we define the linear operator Mλ,n : Ec →
Ec as follows

Mλ,nu :=

∫ +∞

0
e−λ tL[n t]

n u dt , u ∈ Ec .

Theorem 1.2.1 Consider the same assumptions of Theorem 1.1.2. If ω ≥
0, then for every n ≥ 1, λ ∈ C such that Reλ > ω eω/n and u ∈ D, we have

‖R(λ,A)u−Mλ,nu‖ ≤ M2

(Reλ− ω eω/n)2
ψn(u) +

M√
n

(

1√
n (Reλ− ω eω/n)

+
1√

2 (Reλ− ω)3/2
+

ω√
n (Reλ− ω eω/n)2

)

ϕn(u) . (1.2.1)

In particular, we have that the sequence (Mλ,n)n≥1 strongly converges to
R(λ,A).

Proof. Let λ ∈ C such that Reλ > ω eω/n. Using the integral representa-
tion of the resolvent operator (see, e.g., [48, Theorem II.1.10, (i), p. 55] and
Chapter II) and taking into account (1.1.9) and the elementary properties
of the gamma function, for every n ≥ 1 and u ∈ D we have

‖R(λ,A)u−Mλ,nu‖ ≤
∫ +∞

0
e−Re λ t‖T (t)u− L[nt]

n u‖ dt, (1.2.2)
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then

‖R(λ,A)u−Mλ,nu‖ ≤M2 ψn(u)

∫ +∞

0
t exp

(

(ωeω/n − Reλ) t
)

dt

+
M

n
ϕn(u)

∫ +∞

0
exp

(

(ωeω/n − Reλ) t
)

dt

+M ϕn(u)

√

2

π n

∫ +∞

0

√
t exp ((ω − Reλ)t) dt

+M ϕn(u)
ω

n

∫ +∞

0
t exp

(

(ωeω/n − Reλ) t
)

dt

=
M2

(Reλ− ω eω/n)2
ψn(u) +

M

n(Reλ− ω eω/n)
ϕn(u)

+
M√

2n (Reλ− ω)3/2
ϕn(u) +

Mω

n(Reλ− ω eω/n)2
ϕn(u) .

Finally, the last part is a consequence of the density of D and the fact that
estimate (1.2.2) imply that the sequence (Mλ,nu)n≥1 converges to R(λ,A)u
for every u ∈ D. �

Remark 1.2.2 We explicitly point out that estimate (1.2.1) holds whenever
Reλ > ω if n is large enough (namely n > ω/ log(Reλ/ω)), since
limn→+∞ eω/n = 1. �

In the particular case ω = 0 we get, for every n ≥ 1, λ ∈ C such that
Reλ > 0 and u ∈ D,

‖R(λ,A)u−Mλ,nu‖ ≤ M2

(Reλ)2
ψn(u) +

M√
nReλ

(

1√
n

+
1√

2Reλ

)

ϕn(u) .

(1.2.3)

1.2.2 Approximation processes for resolvent operators

In this section we introduce some general sequences of linear operators,
obtained from classical approximation processes, which approximate the re-
solvent operators of the generator of the C0-semigroups.

The main aim is the possibility of representing the resolvent operators in
terms of classical approximation operators.

First, we consider a sequence of (Ln)n≥1 of linear operators on a complex
Banach space E (we consider its complexification if E is real) and assume
that the hypotheses of Trotter’s Theorem ore satisfied.

Now, let (an)n≥1 be a sequence of positive integers tending to +∞. For
every n ≥ 1, we consider the linear operator Pλ,an,n : E → E defined by

Pλ,an,nu :=
1

n

an
∑

k=0

e−λk/nLk
nu , u ∈ E . (1.2.4)
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Theorem 1.2.3 If the sequence (an)n≥1 satisfies

lim
n→+∞

an

n
= +∞ , (1.2.5)

then limn→+∞ Pλ,an,nu = R(λ,A)u for every u ∈ E.

Proof. Since Reλ > ω we have
∥

∥e−λ/nLn

∥

∥ ≤ Me−(Re λ−ω)/n and conse-

quently ‖Pλ,an,n‖ ≤ M/(1 − e−(Re λ−ω)). Hence the sequence (Pλ,an,n)n≥1

is equibounded and we can show the convergence property on the dense
subspace D. Let u ∈ D; from [1, (1.3)], we have

R(λ,A)u = lim
n→∞

1

n

∞
∑

k=0

e−λk/n 1 − e−λ/n

λ/n
Lk

nu

and consequently

‖Pλ,an,nu−R(λ,A)u‖ ≤ 1

n

∥

∥

∥

∥

∥

an
∑

k=0

e−λk/nLk
nu−

∞
∑

k=0

e−λk/n 1 − e−λ/n

λ/n
Lk

nu

∥

∥

∥

∥

∥

+

∥

∥

∥

∥

∥

1

n

∞
∑

k=0

e−λk/n 1 − e−λ/n

λ/n
Lk

nu−R(λ,A)u

∥

∥

∥

∥

∥

.

(1.2.6)

The second term in (1.2.6) tends to 0 by [1, (1.3)]. As regards to the first
term, it is majored by

M

n
‖u‖

+∞
∑

k=an+1

e−(Re λ−ω)k/n +
1

n

∥

∥

∥

∥

∥

+∞
∑

k=0

e−λk/n

(

1 − 1 − e−λ/n

λ/n

)

Lk
nu

∥

∥

∥

∥

∥

≤ M

n
(

1 − e−(Re λ−ω)/n
) ‖u‖

(

e−(Re λ−ω)(an+1)/n +

∣

∣

∣

∣

∣

1 − 1 − e−λ/n

λ/n

∣

∣

∣

∣

∣

)

.

(1.2.7)

Since limn→+∞ n
(

1 − e−(Re λ−ω)/n
)

= Reλ − ω, the assumption (1.2.5) en-
sures that the first term in (1.2.6) tends to 0 and this completes the proof.
�

Our next aim is to provide a quantitative estimate in the above Theorem
1.2.3. Now we assume that there exist the seminorms ϕn, ψn : D → [0,+∞[
on a subspace D of D such that limn→∞ ψn(u) = 0 for every u ∈ D and

‖n(Lnu− u)‖ ≤ ϕn(u) , ‖n(Lnu− u) −Au‖ ≤ ψn(u) . (1.2.8)



12 Chapter 1: Quantitative estimates

Theorem 1.2.4 Under assumptions (1.2.5) and (1.2.8), for every n >
ω/ log(Reλ/ω) (or n ≥ 1 if ω = 0) and u ∈ D, we have

‖Pλ,an,nu−R(λ,A)u‖ ≤ M2

(Reλ− ω eω/n)2
ψn(u) +

M√
n

(

1√
n (Reλ− ω eω/n)

+
1√

2 (Reλ− ω)3/2
+

ω√
n (Reλ− ω eω/n)2

)

ϕn(u)

+
M
(

e−(Re λ−ω)an/n + |λ|3/2

n |Re
√

λ|

)

(Reλ− ω)
(

1 − Re λ−ω
n

) ‖u‖ . (1.2.9)

Proof. We estimate the two terms at the righthand side of (1.2.6). Set
λ = |λ| eiθ; from the series expansion of e−λ/n, we get

1 − 1 − e−λ/n

λ/n
=

+∞
∑

k=2

(−1)k λk−1

nk−1k!
= −

+∞
∑

k=1

|λ|keik(θ+π)

nk(k + 1)!
. (1.2.10)

Set for simplicity for every k ∈ N, bk :=
∑k

j=0 e
ij(θ+π) and ck := |λ|k/(nk ·

(k + 1)!). For every r ∈ N we obtain

r
∑

k=1

cke
ik(θ+π) =

r
∑

k=1

ck bk −
r
∑

k=1

ck bk−1 =

r
∑

k=1

(ck − ck−1) bk + cr+1 br − c1 b0

and, letting r → +∞,
∣

∣

∑+∞
k=1 cke

ik(θ+π)
∣

∣ ≤ ∑+∞
k=1(ck − ck−1) |bk| + c1 |b0|.

Since

|bk| =

∣

∣

∣

∣

∣

1 − ei(k+1)(θ+π)

1 − ei(θ+π)

∣

∣

∣

∣

∣

≤ 2
√

(1 + cos θ)2 + sin2 θ
=

2
√

2(1 + cos θ)

=
1

|cos(θ/2)|
we conclude

∣

∣

∣

∣

∣

+∞
∑

k=1

cke
ik(θ+π)

∣

∣

∣

∣

∣

≤ 1

|cos(θ/2)|

(

+∞
∑

k=1

(ck − ck−1) + c1

)

=
2c1

|cos(θ/2)| .

Hence, from (1.2.10) we obtain
∣

∣

∣

∣

∣

1 − 1 − e−λ/n

λ/n

∣

∣

∣

∣

∣

≤ |λ|
n |sin((θ + π)/2)| =

|λ|
n |cos(θ/2)| =

|λ|3/2

n
∣

∣

∣Re
√
λ
∣

∣

∣

.

(1.2.11)

Since 1 − ex ≥ −x(1 + x) whenever x ≤ 0, we have

1

n
(

1 − e−(Re λ−ω)/n
) ≤ 1

(Reλ− ω) (1 − (Reλ− ω)/n)
(1.2.12)
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and consequently, from (1.2.7) we get the following estimate of the first term
in (1.2.6)

1

n

∥

∥

∥

∥

∥

an
∑

k=0

e−λk/nLk
nu−

∞
∑

k=0

e−λk/n 1 − e−λ/n

λ/n
Lk

nu

∥

∥

∥

∥

∥

≤

M
(

e−(Re λ−ω)an/n + |λ|3/2

n|Re
√

λ|

)

(Reλ− ω) (1 − (Reλ− ω)/n)
‖u‖ .

In order to estimate the second term in (1.2.6), we consider the operator
Mλ,n introduced in the previous section and observe that

Mλ,nu :=

∫ +∞

0
e−λ tL[n t]

n u dt =

∞
∑

k=0

e−λk/n 1 − e−λ/n

λ
Lk

nu , u ∈ E

the last equality is valid since L
[nt]
n is independent of t on each interval

[k/n, (k + 1)/n[. Then we can estimate the second term in (1.2.6) by
Theorem 1.2.1

‖R(λ,A)u −Mλ,nu‖ ≤ M2

(Reλ− ω eω/n)2
ψn(u) +

M√
n

(

1√
n (Reλ− ω eω/n)

+
1√

2 (Reλ− ω)3/2
+

ω√
n (Reλ− ω eω/n)2

)

ϕn(u) .

Using the above inequalities the proof is complete. �

Taking an ≥ [n log n/Reλ], estimate (1.2.9) becomes

‖Pλ,an,nu−R(λ,A)u‖ ≤ C1(λ)ψn(u)+
C2(λ)√

n
ϕn(u)+

C3(λ)

n
‖u‖ , (1.2.13)

for every ω ≥ 0, u ∈ D and n > ω/ log(Reλ/ω) (or n ≥ 1 if ω = 0), where
Ci(λ), i = 1, 2, 3, are suitable constants depending only on λ.





Chapter 2

Applications to classical

sequences of operators

2.1 Infinite-dimensional setting

2.1.1 Application to Schnabl-type operators

In the preceding chapter we have stated a general result concerning with the
approximation of a C0-semigroup in an abstract setting (Theorem 1.1.2).
The general setting is motivated by some recent applications in population
genetics involving Bernstein-Schnabl operators in an infinite-dimensional
setting (see, e.g., [2]). Moreover starting with this sequence of operators,
other sequences such as Stancu and Lototsky operators were considered in
the same setting.

In this section, we consider all these operators and in each case we study
the consequences of the quantitative estimates in the preceding chapter.

We start with the Bernstein-Schnabl operators and we state the quanti-
tative estimates of the convergence of their iterates to the associated semi-
group. These operators have been introduced and studied in [2, 24] and a
unified treatment of these operators can be found in [9, Chapter 6] together
with supplementary references.

The result in this section are collected in [37].

Consider a metrizable convex compact subset K of some locally convex
space and let T : C(K) → C(K) be a positive projection on C(K) such that
its range H := T (C(K)) contains the subspace A(K) of C(K) consisting
of all affine continuous real functions on K and is invariant under convex
translation, in the sense that the function x 7→ h(tx + (1 − t)z) belongs to
H whenever h ∈ H, t ∈ [0, 1] and z ∈ K.

Now, for every x ∈ K consider the probability Radon measure µT
x ∈

M+(K) defined by µT
x (f) = Tf(x) for every f ∈ C(K).

For every n ≥ 1, the n-th Bernstein-Schnabl operator Bn : C(K) →
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C(K) associated with the projection T is defined by setting, for every f ∈
C(K) and x ∈ K,

Bnf(x) :=

∫

K
. . .

∫

K
f

(

x1 + · · · + xn

n

)

dµT
x (x1) . . . dµ

T
x (xn) . (2.1.1)

Lototsky-Schnabl operators are defined by considering a strictly positive
function γ ∈ C(K) with values in the interval ]0, 1] and by substituting the
measures µT

x with the probability Radon measures νT
x := γ(x)µT

x + (1 −
γ(x)) εx ∈ M+(K), where εx denotes the Dirac measure at x ∈ K. Hence,
for every n ≥ 1, the n-th Lototsky-Schnabl operator Ln,γ : C(K) → C(K)
is defined by

Ln,γf(x) :=

∫

K
. . .

∫

K
f

(

x1 + · · · + xn

n

)

dνT
x (x1) . . . dν

T
x (xn) (2.1.2)

for every f ∈ C(K) and x ∈ K.

Finally, in order to introduce the Stancu-Schnabl operators, we first de-
fine the polynomial

pn(a) :=

n−1
∏

j=0

(1 + j a) , a ∈ R ;

moreover, we use the convention to write |v|k = n for v = (v1, . . . , vk) ∈ N
k

satisfying v1, . . . , vk ≥ 1 and
∑k

i=1 vi = n.

Now, we fix a sequence (an)n≥1 of positive functions in C(K) such that
(n an)n≥1 uniformly converges to b ∈ C(K); as observed in [24] the result
concerning a sequence (an)n∈N of real numbers in [22] and [9] remain un-
changed in the case where (an)n∈N is a sequence of real continuous functions.

The n-th Stancu-Schnabl operator Sn,an : C(K) → C(K) is defined by
setting, for every f ∈ C(K) and x ∈ K,

Sn,anf(x) :=
1

pn(an(x))

n
∑

k=1

n!

k!
an−k

n (x)
∑

|v|k=n

1

v1 · · · vk
(2.1.3)

×
∫

K
. . .

∫

K
f

(

v1 x1 + · · · + vk xk

n

)

dµT
x (x1) . . . dµ

T
x (xk) .

Observe that the Bernstein-Schnabl operators can be obtained as a par-
ticular case of both Lototsky-Schnabl operators taking γ = 1 and of Stancu-
Schnabl operators taking an = 0 for every n ≥ 1.

Now, denote by A∞(K) the subalgebra of C(K) consisting of all func-
tions in C(K) which are finite products of elements of A(K) and define the
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operator LT : A∞(K) → C(K) by setting, for every f = h1 · · ·hm ∈ A∞(K),

LT (h1 · · ·hm) :=























0 , m = 1 ,
T (h1 h2) − h1 h2 , m = 2 ,
∑

1≤i<j≤m

(T (hi hj) − hi hj)
m
∏

r=1

r 6=i,j

hr , m ≥ 3 .

(2.1.4)
Observe that A∞(K) is dense in C(K) by the Stone-Weierstrass theorem.
Moreover, if K is a compact convex subset of R

d then A∞(K) ⊂ C2(K)
and for every f ∈ A∞(K) we have (see [9, Theorem 6.2.5, p. 433])

LT (f) =
1

2

d
∑

i,j=1

aij
∂2f

∂xi ∂xj
,

where aij(x) := T ((pri − xi)(prj − xj))(x) = T (pri prj)(x) − xi xj and pri
denotes the canonical i-th projection.

In order to apply the results in Chapter 1, we recall that

‖Ln,γ‖ ≤ 1 , ‖Sn,an‖ ≤ 1 , n ≥ 1 ;

moreover, for every f ∈ A∞(K), from [9, Section 6.2, pp. 427–429] we easily
obtain

‖n(Ln,γf − f) − γ LT (f)‖ ≤ 1

n

∑

i∈I

‖Li(f)‖ (2.1.5)

‖n(Ln,γf − f)‖ ≤ ‖γ LT (f)‖ +
1

n

∑

i∈I

‖Li(f)‖ , (2.1.6)

and further

‖n(Sn,anf − f) − (1 + b)LT (f)‖ ≤
∥

∥

∥

∥

nan − b

1 + an

∥

∥

∥

∥

‖LT (f)‖ +
1

n

∑

i∈I

‖Li(f)‖ ,

(2.1.7)

‖n(Sn,anf − f)‖ ≤
∥

∥

∥

∥

1 + nan

1 + an

∥

∥

∥

∥

‖LT (f)‖ +
1

n

∑

i∈I

‖Li(f)‖ , (2.1.8)

where I is a set of indices and, for every i ∈ I, Li : A∞(K) → C(K) is
a linear map such that, for every f = h1 · · · hm ∈ A∞(K), Li(h1 · · ·hm)
belongs to the linear subspace generated by

{h1 · · · hm, T (h1h2)h3 · · ·hm, . . . , T (h1h2h3)h4 · · ·hm, . . . , T (h1 · · ·hm)}

and is different from 0 only for a finite set of indices.
We have the following result.

Theorem 2.1.1 Assume that T (h1h2) ∈ A(K) for every h1, h2 ∈ A(K).
Then
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1) Lototsky operators
The closure of the operator (γ LT , A∞(K)) generates a C0-semigroup
(Tγ(t))t≥0 of positive contractions on C(K) and, for every t ≥ 0,
(k(n))n≥1 sequence of positive integers and f ∈ A∞(K), we have

‖Tγ(t)f − Lk(n)
n,γ f‖ ≤ t

n

∑

i∈I

‖Li(f)‖ (2.1.9)

+

(

∣

∣

∣

∣

k(n)

n
− t

∣

∣

∣

∣

+

√

2

π

√

k(n)

n

) (

‖γ LT (f)‖ +
1

n

∑

i∈I

‖Li(f)‖
)

and in particular, taking k(n) = [nt]

‖Tγ(t)f − L[nt]
n,γf‖ ≤ t

n

∑

i∈I

‖Li(f)‖ (2.1.10)

+
1√
n

(

1√
n

+

√

2t

π

) (

‖γ LT (f)‖ +
1

n

∑

i∈I

‖Li(f)‖
)

.

Moreover, for every λ ∈ C such that Reλ > 0 and n ≥ 1, consider the
operator Lλ,n,γ : C(K) → C(K) defined by

Lλ,n,γf :=

∫ +∞

0
e−λ tL[n t]

n,γ f dt , f ∈ C(K)

and let R(λ, γ LT ) be the resolvent operator of the closure of (γ LT , A∞(K)).
Then, for every n ≥ 1 and f ∈ A∞(K) we have

‖R(λ, γ LT )f − Lλ,n,γf‖ ≤ 1

n(Reλ)2

∑

i∈I

‖Li(f)‖ (2.1.11)

+
1√

nReλ

(

1√
n

+
1√

2Reλ

)

(

‖γ LT (f)‖ +
1

n

∑

i∈I

‖Li(f)‖
)

.

2) Stancu operators
The closure of the operator ((1+b)LT , A∞(K)) generates a C0-semigroup
(T1+b(t))t≥0 of positive contractions on C(K) and, for every t ≥ 0,
(k(n))n≥1 sequence of positive integers and f ∈ A∞(K), we have

‖T1+b(t)f − Sk(n)
n,an

f‖ ≤ t

(

∥

∥

∥

∥

nan − b

1 + an

∥

∥

∥

∥

‖LT (f)‖ +
1

n

∑

i∈I

‖Li(f)‖
)

+

(

∣

∣

∣

∣

k(n)

n
− t

∣

∣

∣

∣

+

√

2

π

√

k(n)

n

)

×
(

∥

∥

∥

∥

1 + nan

1 + an

∥

∥

∥

∥

‖LT (f)‖ +
1

n

∑

i∈I

‖Li(f)‖
)

(2.1.12)
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and in particular, taking k(n) = [nt],

‖T1+b(t)f − S[nt]
n,an

f‖ ≤ t

(

∥

∥

∥

∥

nan − b

1 + an

∥

∥

∥

∥

‖LT (f)‖ +
1

n

∑

i∈I

‖Li(f)‖
)

+
1√
n

(

1√
n

+

√

2t

π

)

×
(

∥

∥

∥

∥

1 + nan

1 + an

∥

∥

∥

∥

‖LT (f)‖ +
1

n

∑

i∈I

‖Li(f)‖
)

. (2.1.13)

Moreover, for every λ ∈ C such that Reλ > 0 and n ≥ 1, consider the
operator Sλ,n,an : C(K) → C(K) defined by

Sλ,n,anf :=

∫ +∞

0
e−λ tS[n t]

n,an
f dt , f ∈ C(K) .

If we denote by R(λ, (1 + b)LT ) the resolvent operator of the closure
of ((1 + b)LT , A∞(K)), for every n ≥ 1 and f ∈ A∞(K) we have

‖R(λ, (1 + b)LT )f − Sλ,n,anf‖ (2.1.14)

≤ 1

(Reλ)2

(

∥

∥

∥

∥

nan − b

1 + an

∥

∥

∥

∥

‖LT (f)‖ +
1

n

∑

i∈I

‖Li(f)‖
)

+
1√

nReλ

(

1√
n

+
1√

2Re λ

)

(2.1.15)

×
(

∥

∥

∥

∥

1 + nan

1 + an

∥

∥

∥

∥

‖LT (f)‖ +
1

n

∑

i∈I

‖Li(f)‖
)

.

3) Bernstein operators
In the particular case of Bernstein-Schnabl operators the preceding es-
timates become

‖T (t)f −Bk(n)
n f‖ ≤ t

n

∑

i∈I

‖Li(f)‖ (2.1.16)

+

(

∣

∣

∣

∣

k(n)

n
− t

∣

∣

∣

∣

+

√

2

π

√

k(n)

n

) (

‖LT (f)‖ +
1

n

∑

i∈I

‖Li(f)‖
)

and, taking k(n) = [nt],

‖T (t)f −B[nt]
n f‖ ≤ t

n

∑

i∈I

‖Li(f)‖ (2.1.17)

+
1√
n

(

1√
n

+

√

2t

π

) (

‖LT (f)‖ +
1

n

∑

i∈I

‖Li(f)‖
)
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and further

‖R(λ,LT )f −Bλ,nf‖ ≤ 1

n(Reλ)2

∑

i∈I

‖Li(f)‖ (2.1.18)

+
1√

nReλ

(

1√
n

+
1√

2Reλ

)

(

‖LT (f)‖ +
1

n

∑

i∈I

‖Li(f)‖
)

,

where (T (t))t≥0 is the C0-semigroup generated by the closure of
(LT , A∞(K)), Bλ,n : C(K) → C(K) is defined by

Bλ,nf :=

∫ +∞

0
e−λ tB[nt]

n f dt , f ∈ C(K) ,

and R(λ,LT ) is the resolvent operator of the closure of (LT , A∞(K)).

Proof. The existence of the C0-semigroups generated by the closures of
the operators (γ LT , A∞(K)) and ((1 + b)LT , A∞(K)) is a consequence of
[9, Theorem 6.2.6, p. 436]. Moreover, from (2.1.6)–(2.1.5) we can apply
Theorem 1.1.2 and Theorem 1.2.1 considering the seminorms ϕn : A∞(K) →
R and ψn : A∞(K) → R defined by

ϕn(f) := ‖γ LT (f)‖+ 1

n

∑

i∈I

‖Li(f)‖ , ψn(f) :=
1

n

∑

i∈I

‖Li(f)‖ , f ∈ A∞(K) ,

and we get (2.1.9) and (2.1.11). The particular case k(n) = [nt] follows from
(1.1.11).

Analogously, if we define

ϕn(f) :=

∥

∥

∥

∥

1 + nan

1 + an

∥

∥

∥

∥

‖LT (f)‖ +
1

n

∑

i∈I

‖Li(f)‖ ,

ψn(f) :=

∥

∥

∥

∥

nan − b

1 + an

∥

∥

∥

∥

‖LT (f)‖ +
1

n

∑

i∈I

‖Li(f)‖ ,

from (2.1.8)–(2.1.7), Theorem 1.1.2, Theorem 1.2.1 and (1.1.11) we get
(2.1.12), (2.1.13) and (2.1.14).

Finally, the case of Bernstein-Schnabl operators is obtained taking γ = 1
in (2.1.9)–(2.1.11) (or an = 0 in (2.1.12)–(2.1.14)). �
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2.2 Finite dimensional setting

2.2.1 Best order of convergence in C2,α(K)

In this section we consider a domain K of R
d and apply Theorem 1.1.2

and 1.2.1 to some classical sequences of linear operators connected with
some second-order differential operators. In order to describe the rate of
convergence in the Voronovskaja-type formula we restrict our attention to
the class C2,α(K) of twice differentiable functions with α-Hölder continuous
second-order derivative, and give a general quantitative estimate in terms
of the α-Hölder constant defined by

Lf ′′ := sup
x,y∈K

x 6=y

1

|x− y|α |f
′′(x) − f ′′(y)| . (2.2.1)

This result can be easily applied to a wide range of linear operators, by
simply evaluating them at the functions (pri − xi), (pri − xi)(prj − xj), this
will determinate the coefficient of the differential operator associated with
the Voronovskaja formula, and at the function (pri − xi)

2(prj − xj)
2 which

affects the rate of convergence.

In the next theorem we consider a linear operator L on C(K), and its
associated differential operator

ALf(x) :=
1

2

d
∑

i,j=1

∂2f

∂xi ∂xj
(x)L

(

(pri − xi)(prj − xj)
)

(x) (2.2.2)

+
d
∑

i=1

∂f

∂xi
(x)L(pri − xi)(x)

defined for every f ∈ C2(K) and x ∈ K. This operator is strictly related
to the differential operator associated with the Voronovskaja-type formula
when we shall consider a sequence of linear operators.

Theorem 2.2.1 Let K ⊂ R
d, and L : C(K) → C(K) a linear positive

operator. For every x ∈ K denote by ψx : K → R the real function defined
by ψx(y) := |y − x| for every y ∈ K. Then for every f ∈ C2,α(K) we have

|L(f)(x) − f(x) −AL(x)| ≤ |f(x)||L1(x) − 1| (2.2.3)

+
Lf ′′

2

(

L(ψ2
x)(x)

)α/2 (
(L(ψ2

x)(x))2L(1)(x) + L(ψ4
x)(x)

)1/2
.

Proof. Let f ∈ C2,α(K) and x = (x1, . . . , xd) ∈ K. For every y =
(y1, . . . , yd) ∈ K, there exists ξ(y) in the segment joining x and y such
that
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f(y) − f(x)

=
d
∑

i=1

∂f

∂xi
(x) (yi − xi) +

1

2

d
∑

i,j=1

∂2f

∂xi ∂xj
(ξ(y)) (yi − xi)(yj − xj)

=
d
∑

i=1

∂f

∂xi
(x) (yi − xi) +

1

2

d
∑

i,j=1

∂2f

∂xi ∂xj
(x) (yi − xi)(yj − xj)

+
1

2

d
∑

i,j=1

(

∂2f

∂xi ∂xj
(ξ(y)) − ∂2f

∂xi ∂xj
(x)

)

(yi − xi)(yj − xj) .

Hence

f − f(x) · 1

=

d
∑

i=1

∂f

∂xi
(x) (pri − xi) +

1

2

d
∑

i,j=1

∂2f

∂xi ∂xj
(x) (pri − xi)(prj − xj)

+
1

2

d
∑

i,j=1

(

∂2f

∂xi ∂xj
◦ ξ − ∂2f

∂xi ∂xj
(x)

)

(pri − xi)(prj − xj) ,

and evaluating L of both sides at the point x we get

L(f)(x) − f(x) + f(x) − f(x) · L(1)(x) =

d
∑

i=1

∂f

∂xi
(x)L(pri − xi)

+
1

2

d
∑

i,j=1

∂2f

∂xi ∂xj
(x)L

(

(pri − xi)(prj − xj)
)

(x)

+
1

2

d
∑

i,j=1

L

((

∂2f

∂xi ∂xj
◦ ξ − ∂2f

∂xi ∂xj
(x)

)

(pri − xi)(prj − xj)

)

(x) .

Taking into account that L is positive we can write

|L(f)(x) − f(x) −Af(x)| ≤ |f(x)||L1(x) − 1| (2.2.4)

+
1

2

d
∑

i,j=1

L

((

∂2f

∂xi ∂xj
◦ ξ − ∂2f

∂xi ∂xj
(x)

)

(pri − xi)(prj − xj)

)

(x) .

Since f ∈ C2,α(Kd) we can estimate the last term as follows

d
∑

i,j=1

∣

∣

∣

∣

∂2f

∂xi ∂xj
(ξ(y)) − ∂2f

∂xi ∂xj
(x)

∣

∣

∣

∣

≤ Lf ′′ |y − x|α ,
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where Lf ′′ is the Lipschitz constant of f given by (2.2.1). Moreover, using
the inequalities |(yi − xi)(yj − xj)| ≤ |y − x|2 from (2.2.4) we get

|L(f)(x) − f(x) −Af(x)| ≤ |f(x)||L1(x) − 1| + Lf ′′

2
L
(

ψ2+α
x

)

(x) .

At this point using the Cauchy-Schwartz inequality (see, e.g., [9, Section
1.2, p. 21]) we obtain

|L(f)(x)−f(x)−Af(x)| ≤ |f(x)||L1(x)−1|+Lf ′′

2

√

L (ψ2
x) (x)

√

L
(

ψ2+2α
x

)

(x) .

Observe that for every δ > 0, we have

ψx(y)2+2α ≤
(

δ2 +
ψx(y)4

δ2

)

δ2α ;

indeed if |y− x| ≤ δ we obviously have |y− x|2+2α ≤ δ2+2α and otherwise if

|y−x| > δ then 1 ≤
(

|y−x|
δ

)2−2α
and |y−x|2+2α ≤ |y−x|2+2α

(

|y−x|
δ

)2−2α
=

|y−x|4
δ2 δ2α. Therefore

|L(f)(x) − f(x) −Af(x)| ≤ |f(x)||L1(x) − 1|

+
Lf ′′

2

√

L (ψ2
x) (x)

√

δ2α

(

δ2L(1)(x) +
1

δ2
L(ψ4

x)(x)

)

= |f(x)||L1(x) − 1| + Lf ′′

2
δα

√

δ2L(ψ2
x)(x)L(1)(x) +

L(ψ2
x)(x)

δ2
L(ψ4

x)(x) ,

and choosing δ2 = L(ψ2
x)(x) we obtain

|L(f)(x) − f(x) −Af(x)| ≤ |f(x)||L1(x) − 1|

+
Lf ′′

2

(

L(ψ2
x)(x)

)α/2 (
(L(ψ2

x)(x))2L(1)(x) + L(ψ4
x)(x)

)1/2
.

�

In concrete applications we have a sequence of linear operators (Ln)n∈N,
and a sequence of positive real numbers (hn)n∈N converging to zero, such
that the operator

ALn

hn
:= An

converges to a second-order differential operator

Af(x) :=
d
∑

i,j

ai,j(x)Di,jf(x) +
d
∑

i=1

bi(x)Dif(x)

where ai,j, bi are bounded, positive, continuous functions on
◦
K. The link

between the linear operators Ln and A is given by a Voronovskaja-type
formula:
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Theorem 2.2.2 Let K be a set of R
d, let (hn)n∈N be a sequence of positive

real number converging to 0 such that for every x ∈ K and f ∈ C2(K), with
uniformly continuous and bounded second-order partial derivatives,

1. lim
n→∞

Anf(x) = Af(x)

2. lim
n→∞

Ln1(x) − 1

hn
= 0

3. lim
n→∞

Ln(ψ4
x)(x)

hn
= 0.

Then

lim
n→∞

Lnf(x) − f(x)

hn
= Af(x) , for every x ∈ K and f ∈ C2(K) .

(2.2.5)

Proof. Let f ∈ C2(K) with uniformly continuous and bounded second-
order partial derivatives. We can still apply (2.2.4) to the operator Ln and
dividing by hn we get, for every x ∈ K,

∣

∣

∣

∣

Lnf(x) − f(x)

hn
−Af(x)

∣

∣

∣

∣

≤ 1

hn
|Lnf(x) − f(x) −Af(x)| + |Anf(x) −Af(x)|

≤ |f(x)| |Ln1(x) − 1|
hn

+

∣

∣

∣

∣

∣

∣

1

2hn

d
∑

i,j=1

Ln

((

∂2f

∂xi ∂xj
◦ ξ − ∂2f

∂xi ∂xj
(x)

)

(pri − xi)(prj − xj)

)

(x)

∣

∣

∣

∣

∣

∣

+ |Anf(x) −Af(x)| .

Since f ′′ is uniformly continuous for every ε > 0 there exists δ > 0 such that

|t− x| ≤ δ implies that
∣

∣

∣

∂2f
∂xi ∂xj

(t) − ∂2f
∂xi ∂xj

(x)
∣

∣

∣ ≤ ε. Then

∣

∣

∣

∣

∂2f

∂xi ∂xj
(ξ(t)) − ∂2f

∂xi ∂xj
(x)

∣

∣

∣

∣

|(ti − xi)(tj − xj)|

≤ ε|(ti − xi)(tj − xj)| + 2

∥

∥

∥

∥

∂2f

∂xi ∂xj

∥

∥

∥

∥

(t− x)4

δ2
;

indeed if |t− x| ≤ δ we have |ξ(t) − x| ≤ |t− x|, and

∣

∣

∣

∣

∂2f

∂xi ∂xj
(ξ(t)) − ∂2f

∂xi ∂xj
(x)

∣

∣

∣

∣

≤ ε ; (2.2.6)
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conversely if |t − x| > δ we have that 1 < |t−x|
δ and using the inequality

|(ti − xi)(tj − xj)| ≤ |t− x|2 we have again the validity of (2.2.6). Finally

∣

∣

∣

∣

Lnf(x) − f(x)

hn
−Af(x)

∣

∣

∣

∣

≤ |f(x)| |Ln1(x) − 1|
hn

+ ε
1

2

d
∑

i,j=1

Ln((pri − xi)(prj − xj))(x)

hn

+ ‖D2f‖Ln(ψ4
x)(x)

δ2hn
+ |Anf(x) −Af(x)| ,

which converges to ε
∑d

i,j=1 ai,j(x) as n→ ∞. Since ε is arbitrary the proof
is complete. �

Remark 2.2.3 If the hypotheses 1., 2. and 3. in Theorem 2.2.2 hold with
respect a uniform norm (or with respect a weighted uniform norm) then
(2.2.5) holds uniformly (or with respect to the weighted uniform norm ) as
well. �

2.2.2 Application to Bernstein operators

In this section we consider the particular case of the standard simplex of R
d

Kd :=

{

x = (x1, . . . , xd) ∈ R
d | x1, . . . , xd ≥ 0 ,

d
∑

k=1

xk ≤ 1

}

,

and the classical sequences of multi-dimensional Bernstein, Lototsky and
Stancu operator onKd. These operators coincide with the Bernstein-Schnabl,
Lototsky-Schnabl and Stancu-Schnabl investigated in the preceding section
considering the particular projection Td : C(Kd) → C(Kd) defined by

Tdf(x) :=
d
∑

i=0

xif(δi1, . . . , δid) , f ∈ C(Kd) , x = (x1, . . . , xd) ∈ Kd ,

which maps any continuous function f into the affine functions which inter-
polates f at the vertices of Kd (see [9, Section 6.3.3, p. 450]).

Observe that the projection Td satisfies all our general assumptions and
also those in Theorem 2.1.1, and therefore we already have an estimate of the
convergence of the iterates of our operators to the associated semigroup on
the subspace A∞(Kd). However, here, we want to point out some additional
information on a larger subspace.

The results in this section have been published in [36] in a preliminary
version and are stated in [37] in the definitive version.
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We consider the case of Bernstein operators, which are explicitly given
by

Bnf(x1, . . . , xd) :=
∑

h1+···+hd≤n

n!

h0!h1! . . . hd!
xh0

0 xh1

1 . . . xhd
d f

(

h1

n
, . . . ,

hd

n

)

for every f ∈ C(Kd) and (x1, . . . , xd) ∈ Kd, where x0 := 1 − x1 − · · · − xd

and h0 := n− h1 − · · · − hd.
In our situation, the operator LT , defined by (2.1.4), coincides on A∞(Kd)

with the differential operator A : C2(Kd) → C(Kd) defined by

Af(x) =

d
∑

i,j=1

xi(δij − xj)

2

∂2f

∂xi ∂xj
(x) (2.2.7)

whenever f ∈ C2(Kd) and x = (x1, . . . , xd) ∈ Kd.
It is well-known that the closure of (A,C2(Kd)) generates a C0-semigroup

of positive contractions on C(Kd) and that C2(Kd) is a core for this closure
(see e.g. [9, Theorem 6.2.6, p. 436] or also [49]).

From Theorem 2.1.1 the estimates required in Theorems 1.1.2 and 1.2.1
are already available in A∞(Kd). However our aim is to investigate the
validity of similar estimates in the space C2,α(Kd).

Taking L = Bn in (2.2.2) we get the differential operator

ABnf(x) :=
1

2

d
∑

i,j=1

∂2f

∂xi ∂xj
(x)Bn

(

(pri − xi)(prj − xj)
)

(x)

+
d
∑

i=1

∂f

∂xi
(x)Bn(pri − xi) ,

and in order to apply Theorem 2.2.1 we need to evaluate the operator Bn

at the function (id − x)4, where id denote the identity function defined by
id(x) := x for every x ∈ R.

Proposition 2.2.4 For every x ∈ Kd, we have

Bn((id − x)4)(x) =
1

n2



ψ(x)2 + 2
d
∑

i,j=1

x2
i (δi,j − xj)

2



 (2.2.8)

+
1

n3





d
∑

i,j=1

xixj(xi + xj − 3xixj) +

d
∑

i=1

xi(1 − 2xi)
2

−ψ(x)2 − 2
d
∑

i,j=1

x2
i (δi,j − xj)

2



 ,

where ψ(x) =
∑d

i=1 xi(1 − xi).
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Proof. We have

Bn((id − x)4)(x) =
d
∑

i,j=1

Bn((pri − xi)(prj − xj))(x) ;

in order to compute Bn((pri−xi)(prj −xj))(x) we use the fact that Bn coin-
cides with the n-th Bernstein-Schnabl operator associated to the projection
Td, that is

Bnf(x) =

∫

Kd

. . .

∫

Kd

f

(

x1 + · · · + xn

n

)

dµTd
x (x1) . . . dµ

Td
x (xn) . (2.2.9)

We fix x ∈ Kd and consider two affine function h1, h2 such that h1(x) =
h2(x) = 0. Consider the function f := h2

1h
2
2; then we have

h2
1h

2
2

(

x1 + · · · + xn

n

)

=
1

n4

n
∑

i,j,k,l=1

h1(xi)h1(xj)h2(xk)h2(xl) ,

and consequently

Bn(h2
1h

2
2)(x)

=
1

n4

n
∑

i,j,k,l=1

∫

Kd

. . .

∫

Kd

h1(xi)h1(xj)h2(xk)h2(xl) dµ
Td
x (x1) . . . dµ

Td
x (xn)

=
1

n4

n
∑

i,j,k,l=1

i=j=k=l

Td(h
2
1h

2
2)(x) +

1

n4

n
∑

i,j,k,l=1

i=j,k=l,i6=l

Td(h
2
1)(x)Td(h

2
2)(x)

+
1

n4

n
∑

i,j,k,l=1

i=k,j=l,i6=j

(Td(h1h2)(x))
2 +

1

n4

n
∑

i,j,k,l=1

i=l,j=k,i6=j

(Td(h1h2)(x))
2

=
1

n3
Td(h

2
1h

2
2)(x) +

n(n− 1)

n4
Td(h

2
1)(x)Td(h

2
2)(x) + 2

n(n− 1)

n4
(Td(h1h2)(x))

2

=
1

n2

[

Td(h
2
1)(x)Td(h

2
2)(x) + 2 (Td(h1h2)(x))

]

+
1

n3

[

Td(h
2
1h

2
2)(x) − Td(h

2
1)(x)T (h2

2)(x) − 2(Td(h1h2)(x))
2
]

.

Now let 1 ≤ i, j ≤ d and take h1 = pri − xi and h2 = prj − xj ; we obtain

Td((pri − xi)(prj − xj))(x) = xi(δi,j − xj)

and

Td((pri − xi)
2(prj − xj)

2)(x) = xixj(xi + xj − 3xixj) + δi,jxi(1 − 2xi)
2 .
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Hence

Bn((pri − xi)(prj − xj))(x)

=
1

n2
(xi(1 − xi)xj(1 − xj) + 2x2

i (δi,j − xj)
2)

+
1

n3

(

xixj(xi + xj − 3xixj) + δi,jxi(1 − 2xi)
2

−xi(1 − xi)xj(1 − xj) − 2x2
i (δi,j − xj)

2
)

,

and this completes the proof. �

Remark 2.2.5 We have

∣

∣Bn((id − x)4)(x)
∣

∣ ≤ 1

n2



ψ(x)2 + 2

d
∑

i,j=1

x2
i (δi,j − xj)

2



+
3

n3
. (2.2.10)

Indeed since x ∈ Kd, we have 0 ≤
∑d

i=1 x
2
i ≤ 1 and (1 − 2xi)

2 ≤ 1 and
therefore

d
∑

i,j=1

xixj(xi + xj − 3xixj) +

d
∑

i=1

xi(1 − 2xi)
2 − ψ(x)2 − 2

d
∑

i,j=1

x2
i (δi,j − xj)

2

≤ 2

d
∑

i,j=1

xix
2
j +

d
∑

i=1

xi(1 − 2xi)
2 ≤ 2

d
∑

i=1

xi

d
∑

j=1

x2
i +

d
∑

i=1

xi ≤ 3 .

Using the above inequalities, (2.2.10) directly follows from (2.2.8). �

Now we can establish a quantitative version of the Voronovskaja-type
formula for the Bernstein operators in the space C2,α([0, 1]).

Theorem 2.2.6 (Quantitative Voronovskaja’s formula for Bernstein
operators) Consider the Bernstein operators on C(Kd) and the differential
operator (2.2.7). For every f ∈ C2,α(Kd) and x ∈ Kd we have

|n(Bn(f)(x) − f(x)) −Af(x)| ≤ Lf ′′

(

1

2
− 1

2d
+

3

4n

)1/2 (ψ(x)

n

)α/2

if d > 1 and

|n(Bn(f)(x) − f(x)) −Af(x)| ≤ Lf ′′

(

1

16
+

3

4n

)1/2(ψ(x)

n

)α/2

if d = 1, where ψ(x) =
∑d

i=1 xi(1 − xi).
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Proof. Recalling that, for every i, j = 1, . . . , d,

Bn1 = 1 , Bnpri = pri , Bn(pri prj) = pri prj +
1

n
pri (δij − prj) ,

we have

Bn(pri − xi)(x) = 0 , Bn

(

(pri − xi)(prj − xj)
)

(x) =
xi(δij − xj)

n
,

and therefore
nABnf = Af

and Bn(ψ2
x)(x) = 1

n

∑n
i=1 xi(1 − xi) = 1

nψ(x). From Theorem 2.2.1 and
(2.2.10) we have

|n(Bn(f)(x) − f(x)) −Af(x)|

≤ Lf ′′

2

1

nα/2
(ψ(x))α/2n

(

ψ(x)2

n2
+Bn((id − x)4)(x)

)1/2

=
Lf ′′

2

1

nα/2
(ψ(x))α/2n





2

n2
ψ(x)2 +

2

n2

d
∑

i,j=1

x2
i (δi,j − xj)

2 +
3

n3





1/2

≤ Lf ′′

2

1

nα/2
(ψ(x))α/2



2



ψ(x)2 +

d
∑

i,j=1

x2
i (δi,j − xj)

2



+
3

n





1/2

.

The function g(x) = ψ(x)2 +
∑d

i,j=1 x
2
i (δi,j − xj)

2 attains its maximum in
Kd at the point x = (1/d, . . . , 1/d) if d > 1 and at x = 1/2 if d = 1; then

g(x) =

(

d
∑

i=1

1

d

(

1 − 1

d

)

)2

+

d
∑

i=1

(

1

d

)2(

1 − 1

d

)2

+
∑

i6=j

(

1

d

)4

=

(

1 − 1

d

)2

+
1

d

(

1 − 1

d

)2

+
d(d− 1)

d4
= 1 − 1

d

if d > 1 and g(x) = 1/8 if d = 1. Therefore

|n(Bn(f)(x) − f(x)) −Af(x)| ≤ Lf ′′

2

1

nα/2
(ψ(x))α/2

(

2

(

1 − 1

d

)

+
3

n

)1/2

if d > 1 and

|n(Bn(f)(x) − f(x)) −Af(x)| ≤ Lf ′′

2

1

nα/2
(ψ(x))α/2

(

1

4
+

3

n

)1/2

if d = 1. �
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Remark 2.2.7 Taking into account that ψ(x) ≤ 1− 1
d if d > 1 and ψ(x) ≤ 1

4
if d = 1, we have, for n > 1

‖n(Bn(f) − f) −Af‖ ≤ Lf ′′
1

nα/2
. (2.2.11)

�

The following last result is a consequence of Theorem 1.1.2, 1.2.1 and (1.1.11)
by means of (2.2.11)

Theorem 2.2.8 Consider the Bernstein operators on C(Kd) and the dif-
ferential operator (2.2.7). Then, the closure of (A,C2(Kd)) generates a
C0-semigroup (T (t))t≥0 on C(Kd) such that, for every t ≥ 0, (k(n))n≥1

sequence of positive integers and f ∈ C2,α(Kd), we have

‖T (t)f −Bk(n)
n f‖ (2.2.12)

≤ Lf ′′ t

nα/2
+

(

∣

∣

∣

∣

k(n)

n
− t

∣

∣

∣

∣

+

√

2

π

√

k(n)

n

)

(

‖Af‖ +
Lf ′′

nα/2

)

,

and in particular, taking k(n) = [nt],

‖T (t)f−B[nt]
n f‖ ≤ Lf ′′ t

nα/2
+

1√
n

(

1√
n

+

√

2t

π

)

(

‖Af‖ +
Lf ′′

nα/2

)

. (2.2.13)

Moreover, for every λ ∈ C such that Reλ > 0 and n ≥ 1, consider the
operator Bλ,n : C(Kd) → C(Kd) defined by

Bλ,nf :=

∫ +∞

0
e−λ tB[n t]

n f dt , f ∈ C(K) .

If R(λ,A) denotes the resolvent operator of the closure of (A,C2(Kd)),
for every n > 1 and f ∈ C2,α(Kd) we have

‖R(λ,A)f −Bλ,nf‖ ≤ 1

(Reλ)2
Lf ′′

nα/2
(2.2.14)

+
1√

nReλ

(

1√
n

+
1√

2Reλ

) (

‖Af‖ +
Lf ′′

nα/2

)

.

In the one dimensional case we have a partial converse result.

First we recall some needed notions related to the smoothness of a func-
tion f .

The divided difference operator ∆h(f, x) is defined by

∆h(f, x) := f(x+ h) − f(x) , h ≥ 0 .
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If r ≥ 2, the r-th order divided difference ∆r
h is defined as the r-fold com-

position of ∆h with itself.
If f ∈ C([a, b]), then the modulus of continuity of f is defined by

ω(f, δ) := sup
0≤h≤δ

‖∆h(f, ·)‖[a,b−h] , 0 ≤ δ ≤ b− a .

Accordingly, if r ≥ 2 the r-th order modulus of smoothness is given by

ωr(f, δ) := sup
0≤h≤δ

‖∆r
h(f, ·)‖[a,b−rh] , 0 ≤ δ ≤ b− a

r
.

If 0 < α ≤ 1, we e denote by Lipα the set of all functions f ∈ C([a, b])
for which there exists M > 0 such that ω(f, δ) ≤ Mδα, i.e. Lipα is the
Lipschitz α-class. If 0 < α ≤ 2 we denote by Lip∗ α the set of all functions
f ∈ C([a, b]) for which there exists M > 0 such that ω2(f, δ) ≤ Mδα. It is
noteworthy that if 0 < α < 1 the class Lip∗ α and Lipα coincide (see [45, p.
6 (1.3.5)]).

Proposition 2.2.9 Consider the Bernstein operators on C([0, 1]) and the
differential operator (2.2.7). Let f ∈ C2([0, 1]) and assume that there exist
a constant C > 0 and α ∈]0, 1[ such that

‖n(Bnf − f) −Af‖ ≤ C

nα/2
. (2.2.15)

then f ∈ C2,α
loc (0, 1).

Proof. First we explicitly evaluate the differential operator (2.2.7) which,
in our situation, becomes

Af(x) =
x(1 − x)

2
f ′′(x) .

Now let f ∈ C2,α
loc ([0, 1]); since f ∈ C2([0, 1]), for every x ∈ [0, 1] and y ∈

[0, 1], there exists ξ(y) in the segment joining x and y such that

f(y) − f(x) = f ′(x) (y − x) +
1

2
f ′′(x) (y − x)2 + η(y, x) (y − x)2 , (2.2.16)

where η(t, x) := 1
2 (f ′′(ξ(t)) − f ′′(x)). Then we can write

Bn(f)(x) − f(x) = Bn(id − x)(x) +
1

2
f ′′(x)Bn(id − x)2(x)

+Bn((id − x)2η(id, x))(x) .

Taking into account that

Bn(id − x)(x) = 0 , Bn(id − x)2(x) =
x(1 − x)

n
,
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we have

Bn(f)(x) − f(x) =
1

n
Af(x) +Bn((id − x)2η(id, x))(x) ,

and from (2.2.15) it follows that

∣

∣Bn

(

(id − x)2η(id, x)
)

(x)
∣

∣ ≤ C

n

1

nα/2
. (2.2.17)

Now, we consider a linear combination of Bernstein polynomials introduced
by Butzer [20] and recursively defined by

Bn,0 := Bn

(2r − 1)Bn,r = 2rB2n,r−1 −Bn,r−1 .

A result of Ditzian [47] states that

‖Bn,r(f) − f‖ = O

(

1

nβ/2

)

⇐⇒ ‖ϕβ∆2r
h f‖[rh,1−rh] = O(hβ) (2.2.18)

for β < 2r and ϕ2(x) := x(1 − x).
If we set gx(y) := (y − x)2η(y, x) and take r = 2 we get

Bn,2 =
8

3
B4n − 2B2n +

1

3
Bn

and from (2.2.17) it follows that ‖Bn,2(gx)‖ = O
(

1
n1+α/2

)

. Therefore we

take (2.2.18) with β = 2 + α, then for every δ > 2h exists C = C(δ) > 0
such that

∣

∣∆4
hgx(y)

∣

∣ ≤ Ch2+α , y ∈ [δ, 1 − δ] . (2.2.19)

Now we evaluate ∆4
hgx(y) at the point y = x; we have

∆4
hgx(x) = gx(x+ 4h) − 4gx(x+ 3h) + 6gx(x+ 2h) − 4gx(x+ h) + gx(x) .

Taking into account that, from (2.2.16), for every s ≥ 0

gx(x+ s) = f(x+ s) − f(x) − f ′(x)(x+ s− x) − 1

2
f ′′(x)(x + s− x)2

= f(x+ s) − f(x) − f ′(x)s− 1

2
f ′′(x)s2 ,

we have

∆4
hgx(x) = f(x+ 4h) − 4f(x+ 3h) + 6f(x+ 2h) − 4f(x+ h)

−f(x)(1 − 4 + 6 − 4)

−f ′(x)h(4 − 12 + 12 − 4) − f ′′(x)h2(16 − 36 + 24 − 4)

= ∆4
hf(x) .
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Now we evaluate the 4-th order finite-difference of f in terms of the second-
order derivative of f ,

∆4
hf(x) =

∫ h

0
∆3

hf
′(x+ t)dt =

∫ h

0

∫ h

0
∆2

hf
′′(x+ t+ s)dsdt

= h2∆2
hf

′′(x+ ξ(x)) (2.2.20)

where ξ(x) ∈ [x, x+ 2h]. Now we consider the function z(x) := x+ ξ(x) for
x ∈ [δ, 1− δ], we have that z(δ) ≤ δ+2h and 1− δ ≤ z(1− δ), then z−1([δ+
2h, 1 − δ]) ⊂ [δ, 1 − δ]. Consequently, since the function z is continuous, for
every h ≥ 0 and z ∈ [δ + 2h, 1 − δ] we can take x ∈ [δ, 1 − δ] such that
z(x) = x+ ξ(x) = z, and from (2.2.19) and (2.2.20) we can write

∣

∣h2∆2
hf

′′(z)
∣

∣ = |∆4
hgx(x)| ≤ Ch2+α , z ∈ [δ + 2h, 1 − δ] ,

and hence, since δ > 2h,

‖∆2
hf

′′‖[2δ,1−δ] = O(hα) .

The last expression yields ω2(f, h) ≤ Chα, i.e. f ′′ ∈ Lip∗(α) locally in (0, 1).
Since 0 < α < 1, we have that f is also in Lip(α) . �

For the sake of brevity we do not investigate the analogous results for
Lototsky-Schnabl and Stancu-Schnabl operators in this setting. In the next
section we give some details on a particular class of Stancu operators.
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2.2.3 Application to Stancu operators

In this section we consider some quantitative estimates of the convergence
of suitable combinations of iterates of Stancu operators to the associated
C0-semigroup and the resolvent operator of its generator in the context of
spaces of continuous functions on the d-dimensional simplex.
Stancu operators were introduced by D. D. Stancu in [66, 67] in the context
of spaces of continuous functions on the interval [0, 1]; if a ∈ R, the n-th
Stancu operator Qn,a : C([0, 1]) → C([0, 1]) is defined by setting

Qn,af(x) :=

n
∑

k=0

f

(

k

n

)

qnk(x, a), f ∈ C([0, 1]), x ∈ [0, 1],

where

qnk(x, a) :=

(

n

k

)

Φk(x, a)Φn−k(1 − x, a)

Φn(1, a)
, Φk(x, a) :=

k−1
∏

j=0

(x+ ja).

In this setting these operators have been studied by Mühlbach [60, 61].
Further generalizations were considered by Felbecker [51] and by Campiti
[22, 23]; in these last papers also connections with the representation of a
suitable C0-semigroups have been considered.

The results in this section have been published in [39].
First, we consider the standard simplex Kd of R

d and the Stancu op-
erators Sn,an : C(Kd) → C(Kd) on Kd, which are associated with a se-
quence (an)n≥1 of positive real numbers and are defined by setting, for every
f ∈ C(Kd) and x = (x1, . . . , xd) ∈ Kd,

Sn,anf(x1, . . . , xd) :=
1

pn(an)

∑

h1+···+hd≤n

f

(

h1

n
, . . . ,

hd

n

)

(2.2.21)

× n!

h0!h1! . . . hd!

d
∏

i=0

Φhi
(xi, an),

for every f ∈ C(Kd) and (x1, . . . , xd) ∈ Kd, where as usual x0 := 1 − x1 −
· · · − xd, h0 := n− h1 − · · · − hd and

pn(a) :=

n−1
∏

j=0

(1 + j a), a ∈ R.

In the sequel we assume that the sequence (nan)n≥1 converges to b ≥ 0
and consider the differential operator A : C2(Kd) → C(Kd) defined by

Af(x) = (1 + b)
d
∑

i,j=1

xi(δij − xj)

2

∂2f

∂xi ∂xj
(x) , (2.2.22)
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whenever f ∈ C2(Kd) and x = (x1, . . . , xd) ∈ Kd.
It is well known that the closure of the operator (A,C2(Kd)) generates a

C0-semigroup of positive contractions on C(Kd), and that C2(Kd) is a core
for this closure (see e.g. [9, Theorem 6.2.6, p. 436]).

Moreover, the operator A is connected with Stancu operators by means
of the following Voronovskaja’s formula established in [51, 23]:

lim
n→+∞

n(Sn,an(f) − f) = A(f), f ∈ C2(Kd). (2.2.23)

Now we establish a quantitative version of (2.2.23)

Proposition 2.2.10 Consider the Stancu operators (2.2.21) on C(Kd) and
the differential operator (2.2.22). There exists a constant C > 0 such that
for every f ∈ C2,α(Kd) we have

‖n(Sn,an(f) − f) −A(f)‖ ≤C
(

1

nα/2
+ |nan − b|

)

Mf ,

where Mf is the seminorm on C2,α(Kd) defined by

Mf := Lf ′′ + ‖D2f‖ . (2.2.24)

Proof. Let f ∈ C2,α(Kd) we have

|n(Sn,an(f) − f)(x) −Af(x)| (2.2.25)

≤ |n(Sn,anf(x) − f(x) −ASn,an
f(x))| + |nASn,an

f(x) −Af(x)| ,

where ASn,an
is the operator (2.2.2) obtained by taking L = Sn,an . In

order to write an explicit expression of Sn,an , we recall that, for every i, j =
1, . . . , d,

Sn,an(1) = 1, Sn,an(pri) = pri,

Sn,an(pri prj) = pri prj +
1 + nan

n(1 + an)
pri (δij − prj) ,

and consequently

Sn,an((pri − xi)(prj − xj))(x) =
1 + nan

n(1 + an)
xi (δij − xj) (2.2.26)

and
Sn,an(pri − xi)(x) = 0 .

Hence the operator ASn,an
becomes

ASn,an
f(x) =

1 + nan

n(1 + an)

d
∑

i,j=1

xi (δij − xj)

2

∂2f

∂xi∂xj
(x) .



36 Chapter 2: Applications to classical sequences of operators

In regard to the first term in (2.2.25), we apply Theorem 2.2.1 with L =
Sn,an , and we get

|n(Sn,anf(x) − f(x) −ASn,an
f(x))|

≤ n
Lf ′′

2

(

Sn,an(ψ2
x)(x)

)α/2 (
(Sn,an(ψ2

x)(x))2L(1)(x) + L(ψ4
x)(x)

)1/2
.

From (2.2.26) we have

Sn,an(ψ2
x)(x) =

1 + nan

n(1 + an)
ψ(x)

(

d
∑

i=1

xi(1 − xi)

)

and therefore

∣

∣Sn,an(ψ2
x)(x)

∣

∣ ≤ 1 + nan

n(1 + an)

(

1 − 1

d

)

≤ 1 + nan

n(1 + an)
.

Moreover from [9, Lemma 6.2.2, p. 429], we obtain the existence of a con-
stant C1 > 0 such that

∣

∣Sn,an

(

(pri − xi)
2(prj − xj)

2
)

(x)
∣

∣ ≤ C1

n2

and hence

Sn,an(ψ4
x)(x) ≤ d2C1

n2
.

The first term in (2.2.25) can be estimated as follows

|n(Sn,anf(x) − f(x) −ASn,an
f(x))|

≤ Lf ′′

2

(

1 + nan

n(1 + an)

)α/2

n

(

1 + nan

n(1 + an)
+
d
√
C1

n

)

.

In regard to the second term in (2.2.25) we have

|nASn,an
f(x) −Af(x)| ≤

∣

∣

∣

∣

1 + nan

1 + an
− (b+ 1)

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

d
∑

i,j=1

xi (δij − xj)

2

∂2f

∂xi∂xj
(x)

∣

∣

∣

∣

∣

∣

≤
∣

∣

∣

∣

nan − b− an(1 + b)

1 + an

∣

∣

∣

∣

‖D2f‖

≤
(

|nan − b| + 1

n
nan(b+ 1)

)

‖D2f‖

≤
(

|nan − b| + C2

n

)

‖D2f‖ .
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Finally from the above inequalities it follows

|n(Sn,an(f) − f)(x) −Af(x)|

≤ Lf ′′

2

(

1 + nan

n(1 + an)

)α/2

n

(

1 + nan

n(1 + an)
+
d
√
C1

n

)

+

(

|nan − b| + C2

n

)

‖D2f‖

≤ C3
1

nα/2
Lf ′′ +

(

|nan − b| + C2

n

)

‖D2f‖

≤ C

(

1

nα/2
+ |nan − b|

)

Mf ,

where Mf is the seminorm defined by (2.2.24). �

The preceding result allows us to get the quantitative estimate obtained
in Theorem 1.1.2 in the particular case where the growth bound of the
semigroup is equal to 0.

Theorem 2.2.11 Let (an)n∈N be a sequence of positive real numbers such
that (nan)n∈N converges to b ∈ R and consider the Stancu operators on
C(Kd) and the differential operator (2.2.22). Then, the closure of (A,C2(Kd))
generates a C0-semigroup (T (t))t≥0 on C(Kd) such that, for every t ≥ 0,
(k(n))n∈N sequence of positive integers and f ∈ C2,α(Kd), we have

‖T (t)f − Sk(n)
n,an

f‖ ≤ CMf t

(

1

nα/2
+ |nan − b|

)

(2.2.27)

+

(

∣

∣

∣

∣

k(n)

n
− t

∣

∣

∣

∣

+

√

2

π

√

k(n)

n

)

(

‖A(f)‖ +CMf

(

1

nα/2
+ |nan − b|

))

and taking k(n) := [nt],

‖T (t)f − S[nt]
n,an

f‖ ≤ CMf t

(

1

nα/2
+ |nan − b|

)

(2.2.28)

+
1√
n

(

1√
n

+

√

2t

π

)

(

‖A(f)‖ +CMf

(

1

nα/2
+ |nan − b|

))

.

In the particular case where an := b/n, estimate (2.2.27) becomes

‖T (t)f−Sk(n)
n,b/nf‖ ≤ CMf t

nα/2
+

(

∣

∣

∣

∣

k(n)

n
− t

∣

∣

∣

∣

+

√

2

π

√

k(n)

n

)

(

‖A(f)‖ +
CMf

nα/2

)

,

and if k(n) := [nt], from (2.2.28) we get

‖T (t)f − S
[nt]
n,b/nf‖ ≤ CMf t

nα/2
+

1√
n

(

1√
n

+

√

2t

π

)

(

‖A(f)‖ +
CMf

nα/2

)

.
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In order to approximate the resolvent operator of the closure of (A,C2(Kd)),
Let (sn)n≥1 be a sequence of positive integers tending to +∞ and for every
n ≥ 1, consider the linear operator Pλ,sn,n,an : C(Kd) → C(Kd) defined by

Pλ,sn,n,an(u) :=
1

n

sn
∑

k=0

e−λk/nSk
n,an

(u), u ∈ C(Kd).

We are now in a position to state the following result.

Theorem 2.2.12 For every n ≥ 1 and f ∈ C2,α(Kd), we have

‖Pλ,sn,n,an(f) −R(λ,A)f‖

≤ 1

(Reλ)2

(

‖A(f)‖ + CMf

(

1

nα/2
+ |nan − b|

))

+
1√
n

(

1√
nReλ

+
1√

2 (Reλ)3/2

) (

CMf

(

1

nα/2
+ |nan − b|

))

+
e−(Re λ)sn/n + |λ|3/2

n |Re
√

λ|
(

1 − Re λ
n

)

Reλ
‖f‖.

Hence, if we assume that

lim
n→+∞

sn

n
= +∞,

then the sequence (Pλ,sn,n,an)n≥1 strongly converges to R(λ,A) on C(Kd).

If we take in particular an := b/n, then

‖Pλ,sn,n,b/n(f) −R(λ,A)f‖ ≤ 1

(Reλ)2

(

‖A(u)‖ +
CMf

nα/2

)

+
1√
n

(

1√
nReλ

+
1√

2 (Reλ)3/2

)

CMf

nα/2

+
e−(Re λ)sn/n + |λ|3/2

n |Re
√

λ|
(

1 − Re λ
n

)

Reλ
‖f‖.

For the sake of simplicity, we have associated Stancu operators with a
sequence (an)n≥1 of real numbers; as observed in [24], all estimates concern-
ing Stancu operators remain valid if we take a sequence (an)n∈N of contin-
uous functions on Kd such that (nan)n∈N uniformly converges to a function
b ∈ C(Kd) and consequently also the results in this section are true in this
more general context. We explicitly observe that in this case the differential
operator A is more general, as well as the estimates on the semigroup and
the resolvent operators.



Chapter 3

Steklov operators

In this chapter we consider Steklov operators in spaces of continuous func-
tions on the real line and on a bounded interval. We study the connections
of these operators with some second-order degenerate parabolic problems
establishing a general Voronovskaja-type formula. We also need a quanti-
tative version of Voronovskaja’s formula in order to apply the quantitative
estimates in Chapter 1.

The choice of Steklov operators is motivated by the fact that these opera-
tors can be used in different setting, such as spaces of continuous functions or
weighted spaces of continuous functions both on bounded than unbounded
real intervals.

The results in this chapter have been obtained in collaboration with I.
Rasa (Cluj-Napoca, Romania) and published in [33], [34].

3.1 Steklov operators on the real line

In this section we point out some general properties of Steklov operators
and we construct a sequence which can be canonically associated with an
assigned second-order differential operator A.

Let L1
loc(R) be the space of all locally integrable real functions and for

every b > 0 define the integral mean operator Mb : L1
loc(R) → C(R) by

putting

Mbf(x) :=
1

2b

∫ x+b

x−b
f(t) dt , f ∈ L1

loc(R) , x ∈ R . (3.1.1)

Then, for every n ≥ 1, the n-th Steklov operator Sn,b : L1
loc(R) → C(R) is

defined by setting

Sn,b := Mn
b , (3.1.2)

where, as usual, M0
b is the identity operator and Mn

b = Mb ◦Mn−1
b if n ≥ 1.
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Observe that, for every f ∈ L1
loc(R) and x ∈ R,

S0,bf(x) = f(x) ,

Sn,bf(x) = Mb (Sn−1,bf) (x) =
1

2b

∫ x+b

x−b
Sn−1,bf(t)dt .

The preceding definition is meaningful also in the case where b is a
bounded continuous strictly positive real function on R; in this case the
integration is extended over the interval [x− b(x), x+ b(x)] and (3.1.1) be-
comes

Mbf(x) :=
1

2b(x)

∫ x+b(x)

x−b(x)
f(t) dt , f ∈ L1

loc(R) , x ∈ R . (3.1.3)

In this section we shall be mainly interested in studying some properties
of Steklov operators in the space C(R) of all continuous real functions on
R which admit finite limits at the points ±∞. The space C(R) is endowed
with the uniform norm and obviously every function in C(R) is bounded
and uniformly continuous.

Moreover as usual, we shall denote by C2(R) the space of all functions
f ∈ C(R) which are twice differentiable and such that f ′′ ∈ C(R). Observe
that C2(R) is obviously dense in C(R) with respect to the uniform norm.

Observe that if f ∈ C(R) and limx→+∞ f(x) = ℓ ∈ R, then we also
have limx→+∞ Sn,bf(x) = ℓ. Indeed, this easily follows from an inductive
argument on the integer n ≥ 0 using the equality Sn,bf(x) = Sn−1,bf(ξ)
which holds for some ξ ∈ [x− b(x), x + b(x)] and using the boundedness of
the function b which implies that limx→+∞(x− b(x)) = +∞.

Hence Steklov operators may be regarded as linear operators from C(R)
into C(R) and in this case they become positive linear contractions with
respect to the uniform norm.

Our aim is to use these operators for the investigation of some degenerate
second-order differential operators.

Namely let a ∈ C(R) be a strictly positive function such that

id · a ∈ C(R) . (3.1.4)

Consider the differential operator A : D(A) → C(R) defined by

Au(x) :=
1

6
a(x)2 u′′(x) , u ∈ D(A) , x ∈ R , (3.1.5)

where
D(A) :=

{

u ∈ C(R) ∩ C2(R) | a2 u′′ ∈ C(R)
}

. (3.1.6)

Remark 3.1.1 Observe that A is a second-order elliptic differential oper-
ator, which is degenerate since a vanishes at the endpoints of the real line.
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Moreover, the endpoints ±∞ are natural endpoints and hence the operator
(A,D(A)) generates a C0-semigroup of contractions on C(R) on the maximal
domain D(A).

Furthermore, every function u ∈ D(A) also satisfies Ventcel’s boundary
conditions

lim
x→±∞

a(x)2 u′′(x) = 0 .

Indeed if u ∈ D(A) \ DV (A), we should have for example lim
x→+∞

Au(x) =

ℓ 6= 0. Then lim
x→+∞

1

6x2
a2(x)x2u′′(x) = ℓ and therefore lim

x→+∞
u′′(x) 6= 0;

consequently lim
x→+∞

1

x2
u(x) 6= 0, contradicting the condition u ∈ C(R). At

the point −∞ we can reason similarly.

Hence we conclude that in this case the maximal domain coincides with
Ventcel’s domain. For these and further results we also refer to the Chapter
II, [48, Chapter VI, Section 4] and [69]. �

We shall be interested in studying the connections between the differential
operator A and sequences of Steklov type operators.

Namely, we define the functions bn := a/n and consider the operators
Ln : C(R) → C(R) defined by

Lnf(x) := Sn,bnf(x) , f ∈ C(R) , x ∈ R . (3.1.7)

Since bn is bounded, the operator Ln is well-defined as an operator acting
on C(R); furthermore, since a vanishes at ±∞, we have that Ln interpolates
every function f ∈ C(R) at ±∞, in the sense that limx→±∞Lnf(x) =
limx→±∞ f(x).

Moreover, observe that Ln = Mn
bn

for every n ∈ N and consequently, for
every k ≥ 1, we also have

Lk
n = Mkn

bn
= Skn,bn . (3.1.8)

Using (3.1.7), the operators Ln can be extended in a natural way to the
space of all continuous functions on R, and for this extension we can state
the following properties, for every x ∈ R:

i) Ln1(x) = Sn,bn1(x) = 1 ,

ii) Lnid(x) = Sn,bn id(x) = x ,

iii) Ln(id2)(x) = Sn,bn(id2)(x)

= x2+1
3

∑n−1
i=0 Si,bn(b2n)(x) = x2+ 1

3n

(

1
n

∑n−1
i=0 Si,bn(a2)(x)

)

.
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Since Si,bn is a linear contraction, we can conclude that

lim
n→+∞

Ln(id2)(x) = lim
n→+∞

Sn,bn(id2)(x) = x2

uniformly with respect to x ∈ R.
We need some further preliminary results in order to state some deeper

properties of the operators Ln.

Proposition 3.1.2 For every f ∈ C(R), k ≥ 1 and x ∈ R,

‖Sk,bn(f) − f‖ ≤ k‖S1,bn(f) − f‖ . (3.1.9)

Proof. We argue by induction on the integer k ≥ 1. If k = 1 then (3.1.9)
is obviously true. Now, assume that (3.1.9) holds for k ≥ 1. We have

|Sk+1,bnf(x) − f(x)| ≤ |S1,bn(Sk,bnf − f)(x)| + |S1,bnf(x) − f(x)|
≤ ‖Sk,bn(f) − f‖ + ‖S1,bn(f) − f‖
≤ k‖S1,bn(f) − f‖ + ‖S1,bn(f) − f‖
≤ (k + 1)‖S1,bn(f) − f‖

and this completes the induction argument. �

As a consequence of the above result, we can state the following estimate.

Proposition 3.1.3 For every f ∈ C2(R) we have

‖Sk,bnf − f‖ ≤ ‖a2‖‖f ′′‖
6

k

n2
. (3.1.10)

Proof. Let f ∈ C2(R); for every x, t ∈ R we can write

f(t) − f(x) = f ′(x) (t− x) +
1

2
f ′′(ξt)(t− x)2

with ξt between t and x.
Then

S1,bf(x) − f(x) =
1

2b

∫ x+b

x−b
(f(t) − f(x))dt

= f ′(x)
1

2b

∫ x+b

x−b
(t− x)dt+

1

2b

∫ x+b

x−b

1

2
f ′′(ξt)(t− x)2dt

=
1

2b

∫ x+b

x−b

1

2
f ′′(ξt)(t− x)2dt

and

|S1,bf(x) − f(x)| ≤ 1

2
sup

t∈[x−b,x+b]
|f ′′(t)| 1

2b

∫ x+b

x−b
(t− x)2dt

=
b2

3!
sup

t∈[x−b,x+b]
|f ′′(t)| .
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Letting b := bn(x) = a(x)/n and taking into account that f ′′ and a are
bounded we can write

|S1,bnf(x) − f(x)| ≤ 1

n2

a(x)2

3!
sup

t∈[x−bn(x),x+bn(x)]
|f ′′(t)| , (3.1.11)

and since f ∈ C(R) and a ∈ C(R)

|S1,bnf(x) − f(x)| ≤ ‖a2‖‖f ′′‖
6

1

n2
.

Finally, from Proposition 3.1.2, we get

‖Sk,bnf − f‖ ≤ k ‖S1,bnf − f‖ ≤ ‖a2‖‖f ′′‖
6

k

n2
.

�

Under the following further hypothesis on a

∃ δ > 0, ∃M > 0 : sup
x,y∈R

|x−y|≤δ

a2(x)

a2(y)
≤M , (3.1.12)

we can have (3.1.10) in terms of the operator A,

Proposition 3.1.4 If condition (3.1.12) holds, then for every f ∈ D(A),
we have

‖Sk,bnf − f‖ ≤M‖Af‖ k
n2

.

Proof. From (3.1.11) we have

|S1,bnf(x) − f(x)| ≤ 1

n2

a(x)2

3!
sup

t∈[x−bn(x),x+bn(x)]
|f ′′(t)| (3.1.13)

=
1

n2

a(x)2

3!
|f ′′(ξ)| =

1

n2

|a2(ξ)f ′′(ξ)|
6

a2(x)

a2(ξ)
≤ ‖Af‖

n2

(

a(x)

a(ξ)

)2

,

for some ξ ∈ [x − a(x)/n, x + a(x)/n], that is |ξ − x| ≤ ‖a‖
n . If we choose

n such that |ξ − x| ≤ δ from condition (3.1.12) we have
(

a(x)
a(ξ)

)2
≤ M and

from (3.1.13)

|S1,bnf(x) − f(x)| ≤M
‖Af‖
n2

.

Finally, from Proposition 3.1.2, we get

‖Sk,bnf − f‖ ≤ k ‖S1,bnf − f‖ ≤M‖Af‖ k

n2
.

�
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Corollary 3.1.5 For every f ∈ C2(R),

‖Ln(f) − f‖ ≤ ‖a2‖‖f ′′‖
6

1

n
.

Corollary 3.1.6 If condition (3.1.12) holds, then for every f ∈ D(A), we
have

‖Ln(f) − f‖ ≤M‖Af‖ 1

n
.

From the above results, we also obtain the following approximation prop-
erties of the sequence (Ln)n≥1.

Theorem 3.1.7 For every f ∈ C(R), we have

lim
n→+∞

Ln(f) = f uniformly on R .

Proof. Indeed, it is clear that the uniform convergence of (Ln(f))n≥1 to f
holds true for every f ∈ C2(R). Since C2(R) is dense in C(R) and (Ln)n≥1

is a sequence of positive contractions, the proof is complete. �

Our next aim is to obtain a quantitative Voronovskaja-type formula for
Steklov operators. We begin with some properties of independent interest.

Proposition 3.1.8 For every f ∈ C2(R) we have

∥

∥

∥

∥

∥

1

n

n−1
∑

k=0

Sk,bn(f) − f

∥

∥

∥

∥

∥

≤ ‖a2‖‖f ′′‖
12

1

n
.

Proof. Let f ∈ C2(R) using Proposition 3.1.3, for every x ∈ R we can
write

∣

∣

∣

∣

∣

1

n

n−1
∑

k=0

Sk,bnf(x) − f(x)

∣

∣

∣

∣

∣

=
1

n

∣

∣

∣

∣

∣

n−1
∑

k=0

(Sk,bnf(x) − f(x))

∣

∣

∣

∣

∣

≤ 1

n

n−1
∑

k=0

|Sk,bnf(x) − f(x)|

≤ 1

n

n−1
∑

k=0

‖a2‖‖f ′′‖
6

k

n2
=

‖a2‖‖f ′′‖
6n3

n−1
∑

k=0

k

=
‖a2‖‖f ′′‖

6n3

n(n− 1)

2

and this completes the proof. �
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Proposition 3.1.9 If condition (3.1.12) holds, then for every f ∈ D(A),
we have

∥

∥

∥

∥

∥

1

n

n−1
∑

k=0

Sk,bn(f) − f

∥

∥

∥

∥

∥

≤M
‖Af‖

2

1

n
.

Proposition 3.1.10 For every f ∈ C(R) we have

lim
n→+∞

1

n

n−1
∑

k=0

Sk,bn(f) = f

uniformly on R.

Proof. If follows from the density of C2(R) into C(R) and from Proposition
3.1.8 �

Finally, we shall need the following lemma.

Lemma 3.1.11 We have

1. Sn,bn1(x) − 1 = 0 ,

2. Sn,bn(id − x)(x) = 0 ,

3. Sn,bn(id − x)2(x) =
1

3n

(

1

n

n−1
∑

i=0

Si,bn(a2)(x)

)

,

4. |Sn,bn((id − x)4)(x)| ≤ 1

n2

∥

∥a2
∥

∥

2

3
.

Proof. We have already evaluated Sn,bn at the functions 1, id and id2, then
a straightforward computations gives 1 , 2 and 3 .
Now, we also observe that

Sn,bn(id3)(x) = x3 +
n−1
∑

k=0

Sk,bn(id · b2n)(x) ,

Sn,bn(id4)(x) = x4 + 2

n−1
∑

k=0

Sk,bn(id2 · b2n)(x) +
1

5

n−1
∑

k=0

Sk,bn(b4n)(x) .
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At this point we can easily evaluate Sn,bn

(

(id − x)4
)

(x) and obtain

Sn,bn((id − x)4)(x) = Sn,bn(id4)(x) − 4xSn,bn(id3)(x) + 6x2Sn,bn(id2)(x)

−4x3Sn,bn(id)(x) + x4

= x4 + 2

n−1
∑

k=0

Sk,bn(id2 · b2n)(x) +
1

5

n−1
∑

k=0

Sk,bn(b4n)(x)

−4x

(

x3 +

n−1
∑

k=0

Sk,bn(id · b2n)(x)

)

+6x2

(

x2 +
1

3

n−1
∑

k=0

Sk,bn(b2n)(x)

)

− 4x3x+ x4

= 2

n−1
∑

k=0

Sk,bn(id2 · b2n)(x) − 4x

n−1
∑

k=0

Sk,bn(id · b2n)(x)

+2x2
n−1
∑

k=0

Sk,bn(b2n)(x) +
1

5

n−1
∑

k=0

Sk,bn(b4n)(x)

=
2

n2

n−1
∑

k=0

Sk,bn(id2 · a2)(x) − 4x
1

n2

n−1
∑

k=0

Sk,bn(id · a2)(x)

+2x2 1

n2

n−1
∑

k=0

Sk,bn(a2)(x) +
1

5n2

1

n2

n−1
∑

k=0

Sk,bn(a4)(x) .

Consequently,

Sn,bn((id − x)4)(x) =
2

n2

n−1
∑

k=0

Sk,bn((id − x)2 · a2)(x) +
1

5n4

n−1
∑

k=0

Sk,bn(a4)(x) .

As regards the first term, for every k = 1, . . . , n− 1, we have

∣

∣Sk,bn((id − x)2 · a2)(x)
∣

∣ ≤
∥

∥a2
∥

∥

∣

∣Sk,bn((id − x)2)(x)
∣

∣

=
∥

∥a2
∥

∥

1

3n2

k−1
∑

i=0

Si,bn(a2)(x) ≤
∥

∥a2
∥

∥

2 k

3n2

and consequently

∣

∣

∣

∣

∣

2

n2

n−1
∑

k=0

Sk,bn((id − x)2 · a2)(x)

∣

∣

∣

∣

∣

≤ 2

3n4

∥

∥a2
∥

∥

2
n−1
∑

k=1

k =
n(n− 1)

3n4

∥

∥a2
∥

∥

2
;

since a4 ∈ C(R) and Sk,bn are positive contractions on C(R) with respect to
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the uniform norm, we can write

|Sn,bn((id − x)4)(x)| ≤ n(n− 1)

3n4

∥

∥a2
∥

∥

2
+

1

5n4

n−1
∑

k=0

‖a4‖

=

(

1

n2
− 1

n3

)

∥

∥a2
∥

∥

2

3
+

1

n3

‖a4‖
5

=
1

n2

∥

∥a2
∥

∥

2

3
+

1

n3

(

‖a4‖
5

−
∥

∥a2
∥

∥

2

∞
3

)

≤ 1

n2

∥

∥a2
∥

∥

2

3
.

�

Theorem 3.1.12 (Voronovskaja-type formula)
For every f ∈ C2(R) we have

lim
n→∞

n (Lnf − f) =
a2

6
f ′′ .

Proof. Let f ∈ C2(R); we apply Theorem 2.2.2, taking hn = 1
n . The oper-

ators Anf(x) became n1
2Ln((id−x)2)(x)f ′′(x) = 1

6n

∑n−1
k=0 Sk,bn(a2)(x)f ′′(x)

which converges uniformly with respect x ∈ R to 1
6a

2(x)f ′′(x) = Af(x) from
Proposition 3.1.10 and since f ∈ C2(R). On the other hand Ln1 − 1 = 0
and from Lemma 3.1.11 hypothesis (2.2.2,3) is also satisfied. Finally since
f ∈ C2(R), the second-order derivative is bounded and uniformly continu-
ous. �

In order to consider a quantitative version of the above Voronovskaja-
type formula we need to introduce the following space

C2,α(R) :=
{

f ∈ C2(R) | f ′′ ∈ Cα(R)
}

.

Theorem 3.1.13 If a2 ∈ C2(R) for every f ∈ C2,α(R) we have

‖n(Lnf − f) −Af‖ ≤ Ca
Mf

nα/2
, (3.1.14)

where Mf is the seminorm defined by

Mf := Lf ′′ + ‖f ′′‖ (3.1.15)

and Ca is a constant depending on a defined by

Ca := ‖a2‖max

{

1,
‖(a2)′′‖
72
√
n

}

. (3.1.16)
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Proof. Let f ∈ C2,α(R) and let ASn,bn
be the operator (2.2.2) obtained by

taking L = Sn,bn and which can be evaluated from Lemma 3.1.11,

ASn,bn
f(x) =

1

6

1

n

(

1

n

n−1
∑

i=0

Si,bn(a2)(x)

)

f ′′(x) ,

we have

|n(Lnf(x) − f(x)) −Af | ≤ |n(Lnf(x) − f(x) −ASn,bn
f(x)|

+|nASn,bn
f(x) −Af(x)| , (3.1.17)

in regard to the first term of the the righthand side using Theorem 2.2.1 end
Lemma 3.1.11 we have

|n(Lnf(x) − f(x) −ASn,bn
f(x)|

≤ Lf ′′

2

(

1

3n2

n−1
∑

i=0

Si,bn(a2)(x)

)α/2(

1

3

(

1

n

n−1
∑

i=0

Si,bn(a2)(x)

)

+

∥

∥a2
∥

∥

√
3

)

≤ Lf ′′

2

(‖a2‖
3n

)α/2
1 +

√
3

3
‖a2‖ .

As regards the second term of (3.1.17) from Proposition 3.1.8, since a2 ∈
C2(R), we have

|nASn,bn
f(x) −Af(x)| =

1

6
|f ′′(x)|

∣

∣

∣

∣

∣

1

n

n−1
∑

i=0

Si,bn(a2)(x) − a(x)

∣

∣

∣

∣

∣

≤ 1

6
‖f ′′‖‖a

2‖‖(a2)′′‖
12

1

n

≤ 1

72n
‖f ′′‖‖a2‖‖(a2)′′‖ .

Collecting the above inequalities we have

|n(Lnf(x) − f(x)) −Af |

≤ Lf ′′

2

(‖a2‖
3n

)α/2
1 +

√
3

3
‖a2‖ +

1

72n
‖f ′′‖‖a2‖‖(a2)′′‖

≤ ‖a2‖
(

Lf ′′

nα/2
+

‖f ′′‖‖(a2)′′‖
72n

)

≤ ‖a2‖
nα/2

(

Lf ′′ + ‖f ′′‖‖(a
2)′′‖

72
√
n

)

≤ Ca
Mf

nα/2

whereMf is the seminorm defined by (3.1.15) and Ca is a constant depending
on a defined by (3.1.16). �

Observe that for n large enough Ca is equal to ‖a2‖.
At this point we deepen the connection with the differential operator A.

We shall need the following core property of the operator (A,D(A)).
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Proposition 3.1.14 The space C2(R) is a core for (A,D(A)).

Proof. Let u ∈ D(A) and 0 < ε < 1. We show the existence of a function
v ∈ C2(R) such that

|u(x) − v(x)| ≤ ε , |Au(x) −Av(x)| ≤ ε , x ∈ R .

We argue only in the interval [0,+∞[ since the same argument can be applied
to ] −∞, 0]. Since u ∈ C(R) and

lim
x→+∞

Au(x) = 0 , lim
x→+∞

a(x) = 0 ,

we can find c > 0 such that

|u(x) − ℓ| < ε , |Au(x)| < ε , a(x)2 < ε , x ≥ c ,

where ℓ := limx→+∞ u(x).
We observe that lim infx→+∞ u′(x) ≤ 0 ≤ lim supx→+∞ u′(x), otherwise

we could not have u ∈ C(R); consequently, we can choose x0 > c such that
|u′(x0)| ≤ ε. Now, we consider δε > 0 such that

a(x)2

a(x0)2
≤ 2 , x ∈ [x0, x0 + δε]

and define

h1 := min

{√
ε,

ε

|u′′(x0)| + 1
, δε

}

, h2 := 3
√
ε .

We put, for simplicity,

x1 := x0 + h1 , x3 := x1 + h2 ;

finally, we consider x1 < x2 < x3, and define

M := −2u′(x0)

h2
− u′′(x0)

h1

h2
,

and the functions w2, w1, w : [x0, x3] → R by setting, for every x ∈ [x0, x3],

w2(x) :=







































u′′(x0)
x1 − x

x1 − x0
, x ∈ [x0, x1] ,

M
x− x1

x2 − x1
, x ∈]x1, x2[ ,

M
x3 − x

x3 − x2
, x ∈ [x2, x3] ,

w1(x) := u′(x0) +

∫ x

x0

w2(t) dt ,

w(x) := u(x0) +

∫ x

x0

w1(t) dt .
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We easily get w(x0) = u(x0), w
′(x0) = w1(x0) = u′(x0) and w′′(x0) =

w2(x0) = u′′(x0) and further

w′′(x3) = w2(x3) = 0

and

w′(x3) = u′(x0) +

∫ x1

x0

w2(t)dt +

∫ x2

x1

w2(t)dt +

∫ x3

x2

w2(t)dt

= u′(x0) +
1

2
(x1 − x0)u

′′(x0) +
1

2
(x2 − x1)M +

1

2
(x3 − x2)M

= u′(x0) +
1

2
(x1 − x0)u

′′(x0) +
1

2
(x3 − x1)M

which yields w′(x3) = 0 from the definition of M .
Moreover, we observe that h1 ≤ √

ε, h1|u′′(x0)| ≤ ε, h2|M | ≤ 3ε and
|M | ≤ √

ε. Hence we obtain

sup
x∈[x0,x1]

|w′(x)| ≤ |w′(x0)|+ (x1 − x0) sup
x∈[x0,x1]

|w′′(x)| ≤ |u′(x0)|+ h1|u′′(x0)|

and consequently

sup
x∈[x1,x3]

|w′(x)| ≤ |w′(x1)| + (x3 − x1) sup
x∈[x1,x3]

|w′′(x)|

≤ |u′(x0)| + h1|u′′(x0)| + h2|M | ;

therefore, in any case
sup

x∈[x0,x3]
|w′(x)| ≤ 5ε

and this implies

sup
x∈[x0,x3]

|w(x) − w(x0)| ≤ (h1 + h2) sup
x∈[x0,x3]

|w′(x)| ≤ 20ε
√
ε .

We conclude that

sup
x∈[x0,x3]

|w(x) − u(x)| ≤ sup
x∈[x0,x3]

|w(x) − w(x0)| + sup
x∈[x0,x3]

|u(x) − u(x0)|

≤ 20ε
√
ε+ 2ε ,

and

sup
x∈[x0,x3]

|a(x)2 w′′(x)| ≤ sup
x∈[x0,x1]

|a(x)2 w′′(x)| + sup
x∈[x1,x3]

|a(x)2 w′′(x)|

≤ sup
x∈[x0,x1]

|a(x)2 u′′(x0)| + sup
x∈[x1,x3]

|a(x)2M |

≤ sup
x∈[x0,x1]

a(x)2

a(x0)2
|a(x0)

2 u′′(x0)| + ε
√
ε

≤ 12ε + ε
√
ε .
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At this point it is clear that the function v : [0,+∞[→ R defined by
setting

v(x) :=







u(x) , 0 ≤ x < x0 ,
w(x) , x0 ≤ x ≤ x3 ,
w(x3) , x3 < x ,

is in C2([0,+∞]) and satisfies the required properties. �

We have the following main result.

Theorem 3.1.15 The operator (A,D(A)) generates a C0-semigroup (T (t))t≥0

of positive contractions in C(R) and, for every t ≥ 0 and for every sequence
(k(n))n≥1 of positive integers satisfying limn→+∞ k(n)/n = t, we have

T (t) = lim
n→+∞

Lk(n)
n strongly on C(R) , (3.1.18)

moreover if a2 ∈ C2(R), for every f ∈ C2,α(R) we have

∥

∥

∥T (t)u− Lk(n)
n u

∥

∥

∥ ≤t CaMf

nα/2
+

(

∣

∣

∣

∣

k(n)

n
− t

∣

∣

∣

∣

+

√

2

π

√

k(n)

n

)

×
(

‖Af‖ +
CaMf

nα/2

)

(3.1.19)

and choosing k(n) = [nt]

∥

∥

∥T (t)u− L[nt]
n u

∥

∥

∥ ≤ t
CaMf

nα/2
+

1√
n

(

1√
n

+

√

2t

π

)

(

‖Af‖ +
CaMf

nα/2

)

.

(3.1.20)

Proof. We already know that the operator (A,D(A)) generates a C0-
semigroup (T (t))t≥0 of contractions and hence, for every λ > 0, the range
(λ−A)(D(A)) coincides with C(R) . Moreover, by Proposition 3.1.14, C2(R)
is a core for (A,D(A)) and therefore (λ−A)(C2(R)) is dense in C(R). Hence
we can apply Trotter’s approximation theorem [70] and obtain that the clo-
sure of the operator arising from the Voronovskaja-formula (Theorem 3.1.12)
generates a C0-semigroup represented by (3.1.18). Finally, this closure co-
incides with (A,D(A)) by the core property of C2(R). The positivity of the
semigroup is a consequence of the representation (3.1.18).

At this point we can apply Theorem 1.1.2. From Theorem 3.1.13 follows
that the seminorms are given by ψn(f) = Ca

Mf

nα/2 and ϕn(f) = ‖Af‖ +

Ca
Mf

nα/2 , then taking into account that the growth bound of (T (t))t≥0 is
equal to 0 and every T (t) is a linear contraction, i.e. ω = 0 and M = 1,
the estimates (3.1.19) and (3.1.20) follow directly from (1.1.10) and (1.1.11),
and this completes the proof. �



52 Chapter 3: Steklov operators

3.2 Steklov operators on bounded intervals

In this section we show how Steklov operators can be considered even in
spaces of continuous functions on a bounded interval. For the sake of sim-
plicity, we shall consider only the case of the interval [0, 1]. Also in this
case we can construct a suitable sequence of positive Steklov type operators
which can be associated with the differential operator A : D(A) → C([0, 1])
defined by

Au(x) :=
1

6
a(x)2 u′′(x) , u ∈ D(A) , x ∈ [0, 1] , (3.2.1)

on the domain

D(A) := {u ∈ C([0, 1]) ∩ C2(]0, 1[) | a2u′′ ∈ C([0, 1])} , (3.2.2)

where a ∈ C([0, 1]) is strictly positive on ]0, 1[ and

a(x) = O(x(1 − x)) , as x→ 0, 1 (3.2.3)

(hence a(0) = a(1) = 0).
It is straightforward to check that 0 and 1 are natural endpoints and

therefore the maximal domain D(A) coincides with the following Ventcel’s
domain

DV (A) := {u ∈ C([0, 1]) ∩C2(]0, 1[) | lim
x→0,1

a2(x)u′′(x) = 0} .

Condition (3.2.3) also ensures that

bn(x) :=
a(x)

n
≤ 1

2
−
∣

∣

∣

∣

x− 1

2

∣

∣

∣

∣

for n large enough and consequently for such integers the integral mean
operators Mbn : L1

loc(0, 1) → C(]0, 1[)

Mbnf(x) =
1

2bn(x)

∫ x+bn(x)

x−bn(x)
f(t) dt (3.2.4)

are well-defined together with all their iterates. Observe that if f ∈ C([0, 1])
then we can use the convention Mbnf(0) = f(0) and Mbnf(1) = f(1) and
consider Mbn as an operator acting on C([0, 1]).

Now, consider the operators Ln := Sn,bn : C([0, 1]) → C([0, 1]).
We have the following properties:

i) Ln1(x) = 1,

ii) Lnid(x) = x,
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iii) Ln(id2)(x) = x2+1
3

∑n−1
i=0 Si,bn(b2n)(x) = x2+ 1

3n

(

1
n

∑n−1
i=0 Si,bn(a2)(x)

)

.

Since |Mbn(a2)(x)| ≤ ‖a2‖ we have that | 1n
∑n−1

k=0 Sk,bn(a2)(x)| ≤ n‖a2‖/n =
‖a2‖, and therefore

lim
n→∞

Ln(id2) = id2

uniformly on [0, 1]. From the classical first Korovkin’s theorem [9, Theorem
4.2.7], we obtain the following result.

Theorem 3.2.1 For every f ∈ C([0, 1]),

lim
n→+∞

Ln(f) = f uniformly with respect to x ∈ [0, 1] .

As in the previous section, we can state the following results.

Proposition 3.2.2 We have the following properties:

1. For every f ∈ C2([0, 1]), there exists a constant Cf > 0, depending on
f , such that for every n ≥ 1

‖Sk,bn(f) − f‖ ≤ Cf
k

n2
.

2. For every f ∈ C([0, 1]) we have

lim
n→+∞

1

n

n−1
∑

k=0

Sk,bn(f) = f

uniformly on [0, 1].

3. We have

|Sn,bn((id − x)4)(x)| ≤ 1

n2

‖a2‖2

3
for every x ∈ [0, 1] .

Proof. As regards the first property, we can reason as in Proposition 3.1.4
and obtain

Cf =
1

6
‖α2‖‖f ′′‖ .

Property 2) follows from the density of C2([0, 1]) in C([0, 1]) and the
analogous result in the previous section.

Finally, property 3) can be shown in the same way as in Lemma 3.1.11.
�

At this point we can state the following Voronovskaja-type formula and
its quantitative version; the proof is similar to that of Theorem 3.1.12 and
3.1.13 and for the sake of brevity we shall omit it.
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Theorem 3.2.3 (Voronovskaja-type formula)
For every f ∈ C2([0, 1]) we have

lim
n→∞

n (Ln(f) − f) =
a2

6
f ′′ .

Theorem 3.2.4 (Quantitative Voronovskaja formula for Steklov op-
erators)
If a2 ∈ C2([0, 1]) for every f ∈ C2,α([0, 1]) we have

‖n (Ln(f) − f)−Af‖ ≤ Ca
Mf

nα/2
.

where Mf is the seminorm defined by

Mf := Lf ′′ + ‖f ′′‖
and Ca is a constant depending on a defined by

Ca := ‖a2‖max

{

1,
‖(a2)′′‖
72
√
n

}

.

We already know that the operator (A,D(A)) generates a C0-semigroup
(T (t))t≥0 of contractions (see, e.g., [44] or [48, Chapter VI, Section 4]) and
hence, for every λ > 0, the range (λ − A)(D(A)) coincides with C([0, 1]).
If C2([0, 1]) is a core for (A,D(A)), then (λ − A)(C2([0, 1])) is dense in
C([0, 1]) and we can apply Trotter’s approximation theorem, which yields
the representation of the semigroup (T (t))t≥0 in terms of iterates of the
operators Ln with the same arguments of the preceding section. In some
particular cases, it can be easily proved that C2([0, 1]) is a core for (A,D(A)).

Theorem 3.2.5 Assume that

a(x) = Cx(1 − x) , 0 ≤ x ≤ 1 ,

for a suitable constant C > 0. Then, the space C2([0, 1]) is a core for
(A,D(A)) and, for every t ≥ 0 and for every sequence (k(n))n≥1 of positive
integers satisfying limn→+∞ k(n)/n = t, we have

T (t) = lim
n→+∞

Lk(n)
n strongly on C([0, 1]) , (3.2.5)

moreover if f ∈ C2,α([0, 1]) we have

∥

∥

∥
T (t)f − Lk(n)

n f
∥

∥

∥
≤ t

CaMf

nα/2
+

(

∣

∣

∣

∣

k(n)

n
− t

∣

∣

∣

∣

+

√

2

π

√

k(n)

n

)

(

‖Af‖ +
CaMf

nα/2

)

(3.2.6)
and choosing k(n) = [nt]

∥

∥

∥T (t)f − L[nt]
n f

∥

∥

∥ ≤ t
CaMf

nα/2
+

1√
n

(

1√
n

+

√

2t

π

)

(

‖Af‖ +
CaMf

nα/2

)

.

(3.2.7)
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Proof. The core property is well-known (see e.g. [26, Lemma 1.2]). Hence,
we can apply Trotter’s approximation theorem [70] and obtain the represen-
tation (3.2.5).

At this point estimates (3.2.6) and (3.2.7) follows from Theorem 1.1.2
taking into account of quantitative version of voronovskaja’s formula ob-
tained in Theorem 3.2.4 and this completes the proof. �
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3.3 Steklov operators in weighted spaces

In this section we consider Steklov operators on the space

Cw(R) := {f ∈ C(R) | f · w ∈ C(R)} ,

where w : R → R is a strictly positive continuous real function which tends
to 0 at the points ±∞. The space Cw(R) is endowed with the norm

‖f‖w := sup
x∈R

|f(x) · w(x)| (= ‖f · w‖) , f ∈ Cw(R) .

In order to present a unified treatment we consider weight functions w
having the form

w(x) :=
1

1 + |x|p , x ∈ R ,

with p ≥ 2 fixed, even if some partial results can be established in a more
general setting.

Let a ∈ C(R) be a strictly positive function satisfying

id · a ∈ C(R) (3.3.1)

and consider the differential operator Aw : D(Aw) → Cw(R) defined by

Awu(x) :=
1

6
a(x)2 u′′(x) , u ∈ D(Aw) , x ∈ R , (3.3.2)

on the following maximal domain

D(Aw) := {u ∈ Cw(R) ∩ C2(R) | Awu ∈ Cw(R)} .

We need to assume the following additional condition on a

∃ δ > 0, ∃ M > 0 : sup
x,y∈R

|x−y|<δ

a(x)2

(1 + |x|) a(y)2 ≤M , (3.3.3)

which is obviously satisfied if there exist q ≥ 1 and C1, C2 > 0 such that,
for every x ∈ R,

C1

1 + |x|q+1
≤ a(x)2 ≤ C2

1 + |x|q .

We can define bn := a/n and consider the operator Sn,bn .
Different properties of Steklov operators are based on the behavior of the

function ωn : R → R defined by setting, for every x ∈ R,

ωn(x) :=
w(x)

2bn(x)

∫ x+bn(x)

x−bn(x)

1

w(t)
dt .

We have the following result.
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Proposition 3.3.1 There exists a constant Cω > 0 such that

‖ωn − 1‖ ≤ Cω

n2
.

Proof. The property is obviously true on a neighborhood [−δ, δ] of 0, hence
by symmetry we can prove it only in the interval [δ,+∞[. Since p ≥ 2, we
have 1/w ∈ C2(]0,+∞[) and for every x, t > 0 we can write

1

w(t)
− 1

w(x)
=

(

1

w(x)

)′

(t− x) +
1

2

(

1

w(ξt)

)′′

(t− x)2

for a suitable ξt in the interval with endpoints t and x.
Now, let x ≥ δ and set for simplicity b = bn(x) = a(x)/n; for n enough

large we can assume that the interval of integration in the definition of the
n-th Steklov operator is contained in ]0,+∞[ and consequently

∣

∣

∣

∣

S1,b

(

1

w

)

(x) − 1

w(x)

∣

∣

∣

∣

=

∣

∣

∣

∣

1

2b

∫ x+b

x−b

(

1

w(t)
− 1

w(x)

)

dt

∣

∣

∣

∣

=
∣

∣

∣

(

1

w(x)

)′

1

2b

∫ x+b

x−b
(t− x)dt

+
1

2b

∫ x+b

x−b

1

2

(

1

w(ξt)

)′′

(t− x)2dt
∣

∣

∣

=

∣

∣

∣

∣

∣

1

2b

∫ x+b

x−b

1

2

(

1

w(ξt)

)′′

(t− x)2dt

∣

∣

∣

∣

∣

≤ 1

2b

∫ x+b

x−b

∣

∣

∣

∣

1

2
p(p− 1)ξp−2

t (t− x)2
∣

∣

∣

∣

dt

≤ 1

2b

1

2
p(p− 1)(x + b)p−2

∫ x+b

x−b
(t− x)2dt

=
b2

6
p(p− 1)(x+ b)p−2 .

Hence, we can conclude that

|ωn(x) − 1| =

∣

∣

∣

∣

w(x)S1,bn

(

1

w

)

(x) − w(x)
1

w(x)

∣

∣

∣

∣

= w(x)

∣

∣

∣

∣

S1,b

(

1

w

)

(x) − 1

w(x)

∣

∣

∣

∣

≤ 1

1 + xp

1

n2

a(x)2

6
p(p− 1)

(

x+
a(x)

n

)p−2

≤ 1

1 + xp

1

6n2
‖a‖2p(p− 1) (x+ ‖a‖)p−2

≤ Cω

n2
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and this completes the proof. �

From the preceding result, we have ωn ≤ 1+Cω/n
2 and consequently we

can find a constant Cw > 0 such that, for every n ≥ 1,

‖ωn‖n ≤ Cw . (3.3.4)

Therefore, taking into account that, for every f ∈ Cw(R) and x ∈ R, we
have

|w(x)S1,bnf(x)| =

∣

∣

∣

∣

∣

w(x)
1

2bn(x)

∫ x+bn(x)

x−bn(x)
f(t)w(t)

1

w(t)
dt

∣

∣

∣

∣

∣

≤ ‖ωn‖ ‖f‖w .

Arguing by induction on the integer n ≥ 1 we get, for every f ∈ Cw(R),

‖Sn,bn(f)‖w ≤ ‖ωn‖n ‖f‖w ≤ Cw ‖f‖w (3.3.5)

and we conclude that the operators Sn,bn are equibounded.

Remark 3.3.2 The operators Sn,bn map the space Cw(R) into itself.
Indeed, let f ∈ Cw(R); on a neighborhood of +∞ we have

w(x)S1,bnf(x) =
w(x)

2bn(x)

∫ x+bn(x)

x−bn(x)
f(t) dt = w(x) f(ξx) =

w(x)

w(ξx)
w(ξx) f(ξx) ,

for a suitable ξx ∈]x−bn(x), x+bn(x)[; taking the limit as x→ +∞ we have
ξx → +∞ and consequently w(ξx) f(ξx) tends to a finite limit; moreover
limx→+∞w(x)/w(ξx) = 1 since

1 + (x− bn(x))p

1 + xp
≤ w(x)

w(ξx)
≤ 1 + (x+ bn(x))p

1 + xp
.

Now, a simple induction argument yields the existence of a finite limit of
Sn,bnf(x) at the point +∞.

A similar argument can be applied on a neighborhood of −∞ and hence
the property is completely established. �

As a consequence, we may now consider the operators Lw,n : Cw(R) →
Cw(R) defined by

Lw,nf(x) := Sn,bnf(x) , f ∈ Cw(R) , x ∈ R . (3.3.6)

Observe that the operators Lw,n are equibounded and satisfy ‖Lw,n‖ ≤
Cw for every n ≥ 1.

Proposition 3.3.3 For every f ∈ Cw(R), k ≥ 1 and x ∈ R,

‖Sk,bn(f) − f‖w ≤ ‖S1,bn(f) − f‖w

k−1
∑

i=0

‖ωn‖i . (3.3.7)
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Proof. We argue by induction on the integer k ≥ 1. If k = 1 then (3.3.7)
is obviously true. Now, assume that (3.3.7) holds for k ≥ 1. We have

|w(x)(Sk+1,bnf(x) − f(x))|
≤ |w(x)S1,bn(Sk,bnf − f)(x)| + |w(x)(S1,bnf(x) − f(x))|
≤ ‖ωn‖ ‖Sk,bn(f) − f‖w + ‖S1,bn(f) − f‖w

≤ ‖ωn‖
k−1
∑

i=0

‖ωn‖i‖S1,bn(f) − f‖w + ‖S1,bn(f) − f‖w

≤
k
∑

i=0

‖ωn‖i‖S1,bn(f) − f‖w

and this completes the induction argument. �

In the sequel we need to introduce the space

C2
w(R) := {f ∈ Cw(R) ∩ C2(R) | f ′′ ∈ Cw(R)} .

Proposition 3.3.4 For every f ∈ C2
w(R) and for every x ∈ R

‖S1,bn(f) − f‖w ≤ C
‖a2‖‖f ′′‖w

n2
, (3.3.8)

where C > 0 is a suitable constant depending on a and the weight w.

Proof. Let f ∈ C2
w(R); for every x, t ∈ R, we can write

f(t) − f(x) = f ′(x) (t− x) +
1

2
f ′′(ξt)(t− x)2

with ξt in the interval with endpoints t and x.
Then

S1,bnf(x) − f(x) =
1

2bn(x)

∫ x+bn(x)

x−bn(x)
(f(t) − f(x))dt

= f ′(x)
1

2bn(x)

∫ x+bn(x)

x−bn(x)
(t− x)dt+

1

2bn(x)

∫ x+bn(x)

x−bn(x)

1

2
f ′′(ξt)(t− x)2dt

=
1

2bn(x)

∫ x+bn(x)

x−bn(x)

1

2
f ′′(ξt)(t− x)2dt

and

|S1,bn(x)f(x) − f(x)| ≤ 1

2
sup

t∈[x−bn(x),x+bn(x)]
|f ′′(t)| 1

2bn(x)

∫ x+bn(x)

x−bn(x)
(t− x)2dt

=
bn(x)2

6
sup

t∈[x−bn(x),x+bn(x)]
|f ′′(t)| .
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Observe that the functions w f ′′ and a are bounded and consequently,
since

sup
t∈[x−bn(x),x+bn(x)]

|w(x)|
|w(t)| ≤ 1 + (|x| + ‖a‖)p

1 + |x|p ,

the function sup
t∈[x−bn(x),x+bn(x)]

|w(x)|
|w(t)| is bounded as well. Hence, we can write

|S1,bnf(x) − f(x)|w ≤ 1

n2

a(x)2

6
w(x) sup

t∈[x−bn(x),x+bn(x)]
|f ′′(t)|

≤ 1

n2

a(x)2

6
sup

t∈[x−bn(x),x+bn(x)]

|w(x)|
|w(t)| sup

t∈[x−bn(x),x+bn(x)]
|w(t)f ′′(t)|

≤ C
‖a2‖‖f ′′‖w

6n2
,

where C := supx∈R

1+(|x|+‖a‖)p

1+|x|p . �

Proposition 3.3.5 For every f ∈ C2
w(R) we have

∥

∥

∥

∥

∥

1

n

n−1
∑

k=0

Sk,bn(f) − f

∥

∥

∥

∥

∥

w

≤ C
‖a2‖‖f ′′‖w

n
; ,

where C > 0 is a suitable constant depending on a and the weight w.
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Proof. We can apply Propositions 3.3.3, 3.3.4 and 3.3.1 and obtain
∥

∥

∥

∥

∥

1

n

n−1
∑

k=0

Sk,bn(f) − f

∥

∥

∥

∥

∥

w

≤ 1

n

n−1
∑

k=0

∥

∥Sk,bn(x)(f) − f
∥

∥

w

≤ 1

n
‖S1,bn(f) − f‖w

n−1
∑

k=0

k−1
∑

i=0

‖ωn‖i

≤ C
‖a2‖‖f ′′‖w

6n2

1

n

n−1
∑

k=0

k−1
∑

i=0

(1 + Cω
1

n2
)i

= C
‖a2‖‖f ′′‖w

6Cω

(

n

Cω

((

1 +
Cω

n2

)n

− 1

)

− 1

)

= C
‖a2‖‖f ′′‖w

6Cω

(

n

Cω

(

n
∑

k=0

(

n

k

)(

Cω

n2

)k

− 1

)

− 1

)

= C
‖a2‖‖f ′′‖w

6Cω

×
(

n

Cω

(

1 +
Cω

n
+
n− 1

2

C2
ω

n3
+

n
∑

k=3

(

n

k

)(

Cω

n2

)k

− 1

)

− 1

)

= C
‖a2‖‖f ′′‖w

6Cω

(

n− 1

2

Cω

n2
+

n

Cω

n
∑

k=3

(

n

k

)(

Cω

n2

)k
)

≤ C
‖a2‖‖f ′′‖w

6

(

1

2n
+

n
∑

k=3

(

n

k

)

Ck−2
ω

n2k−1

)

,

we have
∑n

k=3

(n
k

)

Ck−2
ω

n2k−1 ≤ C1

2n , where C1 depend on the weight w, and the
proof is complete.
�

If condition (3.1.12) on a holds we can establish some quantitative results
similar to the unweighted case.

Proposition 3.3.6 If condition (3.1.12) holds, then we have the following
properties:

1. For every f ∈ D(Aw) we have

‖S1,bn(f) − f‖w ≤ C
‖Af‖w

n2
,

where C > 0 is a suitable constant depending on a and the weight w.

2. For every f ∈ D(Aw) we have
∥

∥

∥

∥

∥

1

n

n−1
∑

k=0

Sk,bn(f) − f

∥

∥

∥

∥

∥

w

≤ C
‖Af‖w

n
,
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where C > 0 is a suitable constant depending on a and the weight w.

At this point, we can state the following main results.

Theorem 3.3.7 For every f ∈ Cw(R), we have

lim
n→+∞

Lw,n(f) = f

with respect to the norm ‖ · ‖w.

Proof. Since C2
w(R) is dense in Cw(R) we can apply Propositions 3.3.3,

3.3.4 and 3.3.1 and obtain

‖Lw,n(f) − f‖w ≤ ‖S1,bn(f) − f‖w

n
∑

i=0

‖ωn‖i

≤ C
‖a2‖‖f ′′‖w

6n2

n−1
∑

i=0

‖ωn‖i

≤ C
‖a2‖‖f ′′‖w

6n2

n−1
∑

i=0

(

1 +
Cω

n2

)i

= C
‖a2‖‖f ′′‖w

6

1

C ω

((

1 +
Cω

n2

)n

− 1

)

.

Thus, it is enough to take the limit as n → +∞ and the proof is complete.
�

Theorem 3.3.8 (Weighted Voronovskaja-type formula)
For every f ∈ C2

w(R) we have

lim
n→∞

∥

∥

∥

∥

n (Lw,n(f) − f) − a2

6
f ′′
∥

∥

∥

∥

w

= 0 .

Proof. Let f ∈ C2
w(R); we apply Theorem 2.2.2, taking hn = 1

n . The oper-

ators Anf(x) become n
2Ln((id − x)2)(x)f ′′(x) = 1

6n

∑n−1
k=0 Sk,bn(a2)(x)f ′′(x)

which converge with respect the weighted norm to 1
6a

2(x)f ′′(x) = Af(x)
taking into account Proposition 3.1.10 and since f ∈ C2

w(R). On the other
hand Ln1− 1 = 0 and from Lemma 3.1.11 nLn((id− x)4) converges to zero
even with respect the weighted norm. Finally since f ∈ C2

w(R), the secon-
order derivative is bounded uniformly continuous with respect the weighted
norm. �

In order to obtain a quantitative estimate of the Voronovskaja’a formula
we need to consider the class of functions

C2,α
w (R) := {f ∈ C2

w(R) | wf ′′ ∈ Cα(R)} .
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Theorem 3.3.9 (Weighted quantitative Voronovskaja-type formula)

If a2 ∈ C2(R) for every f ∈ C2,α
w (R) we have

∥

∥

∥

∥

n (Lw,n(f) − f) − a2

6
f ′′
∥

∥

∥

∥

w

≤ Ca
Mf

nα/2
,

where Mf is the seminorm defined by

Mf = Lwf ′′ + ‖f ′′‖w (3.3.9)

and

Ca := ‖a2‖max

{

4

3
,
‖(a2)′′‖
72
√
n

}

. (3.3.10)

Proof. Let f ∈ C2,α
w (R); for every x, t ∈ R, we can write

f(t) − f(x) = f ′(x) (t− x) +
1

2
f ′′(x)(t− x)2 + η(t, x)(t − x)2 (3.3.11)

where η : R
2 → R satisfies η(t, x) = 1

2 (f ′′(ξ(t)) − f ′′(x)) for some ξ(t) ∈ [x, t].
Then

n (Lw,nf(x) − f(x)) = nSn,bn(f − f(x) · 1)(x)

= nSn,bn

(

f ′(x) (id − x) +
1

2
f ′′(x)(id − x)2 + η(id, x)(id − x)2

)

(x)

= n f ′(x)Sn,bn(id − x)(x) + n
1

2
f ′′(x)Sn,bn

(

(id − x)2
)

(x)

+nSn,bn

(

η(id, x)(id − x)2
)

(x)

= n
1

2
f ′′(x)Sn,bn

(

(id − x)2
)

(x) + nSn,bn

(

η(id, x)(id − x)2
)

(x) ,

and moreover

|w(x)(n (Lw,nf(x) − f(x)) −Af(x))|

≤
∣

∣

∣

∣

w(x)

(

n
1

2
f ′′(x)Sn,bn

(

(id − x)2
)

(x) −Af(x)

)∣

∣

∣

∣

+ |w(x)nSn,bn

(

η(id, x)(id − x)2
)

(x)| .

We can write

w(x)η(t, x) = w(x)(f ′′(ξ) − f ′′(x))

= w(ξ)f ′′(ξ) − w(x)f ′′(x) + w(x)f ′′(ξ) − w(ξ)f ′′(ξ)

=
(

w(ξ)f ′′(ξ) − w(x)f ′′(x)
)

+ f ′′(ξ)w(ξ)

(

w(x)

w(ξ)
− 1

)

,
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and then

|w(x)(n (Lw,nf(x) − f(x)) −Af(x))| (3.3.12)

≤
∣

∣

∣

∣

w(x)

(

n
1

2
f ′′(x)Sn,bn

(

(id − x)2
)

(x) −Af(x)

)∣

∣

∣

∣

(3.3.13)

+
∣

∣nSn,bn

( (

(w ◦ ξ)(f ′′ ◦ ξ) − w(x)f ′′(x)
)

(id − x)2
)

(x)
∣

∣

+

∣

∣

∣

∣

nSn,bn

(

(f ′′ ◦ ξ)(w ◦ ξ)
(

w(x)

w ◦ ξ − 1

)

(id − x)2
)

(x)

∣

∣

∣

∣

.

As regards the first addend, since a2 ∈ C2(R), from Proposition 3.1.8 we
have

∣

∣

∣

∣

w(x)f ′′(x)

(

1

2
nSn,bn((id − x)2)(x) − 1

6
a2(x)

)∣

∣

∣

∣

=

∣

∣

∣

∣

w(x)f ′′(x)
6

∣

∣

∣

∣

∣

∣

∣

∣

∣

1

n

n−1
∑

k=0

Sk,bn(a2)(x) − a2(x)

∣

∣

∣

∣

∣

≤ ‖f ′′‖w

6

‖a2‖‖(a2)′′‖
12n

=
‖f ′′‖w‖a2‖‖(a2)′′‖

72n
.

As regards the second term in (3.3.12) since f ∈ C2,α(R) and
|w(ξ)f ′′(ξ) − w(x)f ′′(x)| ≤ Lwf ′′ |ξ − x|α ≤ Lwf ′′ |t− x|α, we have

∣

∣nSn,bn

( (

(w ◦ ξ)(f ′′ ◦ ξ) − w(x)f ′′(x)
)

(id − x)2
)

(x)
∣

∣

≤ Lwf ′′nSn,bn

(

|id − x|2+α
)

(x) .

For every δ > 0 we have

|t− x|2+α ≤ δα

(

δ2 +
(t− x)4

δ2

)

;

choosing nδ2 = ‖a2‖ and taking into account Lemma 3.1.11 we obtain
∣

∣w(x)nSn,bn

(

η(id, x)(id − x)2
)

(x)
∣

∣ ≤ δα
(

nδ2 +
n

δ2
Sn,bn

(

(id − x)4
)

(x)
)

≤ Lwf ′′

nα/2
(‖a2‖ +

n2

‖a2‖Sn,bn

(

(id − x)4
)

(x))

≤ 4

3

Lwf ′′

nα/2
‖a2‖ .

As regards the last term in (3.3.12) using the Cauchy-Schwartz inequality
∣

∣

∣

∣

nSn,bn

(

(f ′′ ◦ ξ)(w ◦ ξ)
(

w(x)

w ◦ ξ − 1

)

(id − x)2
)

(x)

∣

∣

∣

∣

≤ n‖f ′′‖w

(

Sn,bn

(

(

w(x)

w ◦ ξ − 1

)2
)

(x)

)1/2
(

Sn,bn(id − x)4)(x)
)1/2

.
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In order to estimate the term Sn,bn

(

(

w(x)
w◦ξ − 1

)2
)

(x) we observe that

S1,bn

(

(

w(x)
w◦ξ − 1

)2
)

(x) =
(

w(x)
w(ξ(t0)) − 1

)2
for some t0 ∈ [x−bn(x), x+bn(x)];

since ξ0 := ξ(t0) ∈ [x, t0], it follows ξ0 ∈ [x− bn(x), x+ bn(x)]. Consequently
we have

(

w(x)

w(ξ0)
− 1

)2

=

(

1 + |ξ0|p
1 + |x|p − 1

)2

≤
(

1 + |x+ ‖α‖/n|p
1 + |x|p − 1

)2

=

( |x+ ‖α‖/n|p − |x|p
1 + |x|p

)2

≤ C

n2

in the case x ≥ 0; if x ≤ 0 we can argue similarly. From Proposition 3.1.2,
since w(x)

w◦ξ(x) − 1 = 0 we have

∥

∥

∥

∥

∥

Sn,bn

(

w(x)

w ◦ ξ − 1

)2
∥

∥

∥

∥

∥

≤ C

n
,

and from Lemma 3.1.11 the last term in (3.3.12) can be estimated as follows

∣

∣

∣

∣

nSn,bn

(

(f ′′ ◦ ξ)(w ◦ ξ)
(

w(x)

w ◦ ξ − 1

)

(id − x)2
)

(x)

∣

∣

∣

∣

≤ ‖f ′′‖w
C‖a2‖√

3

1√
n
.

Finally we have

|n(Lw,n(f)(x) − f(x) −Awf
′′(x)|

≤ Lwf ′′

nα/2

4‖a2‖
3

+
‖f ′′‖w‖a2‖‖(a2)′′‖

72n
+ ‖f ′′‖w

C‖a2‖√
3

1√
n

≤ Ca
Mf

nα/2
,

where Mf is the seminorm defined by (3.3.9) and Ca is a constant defined
by (3.3.10). �

The following lemma will allow us to state the core property of C2
w(R)

for (Aw,D(Aw)). Under additional assumptions and in different settings,
the core property has been considered also in [59, 13, 14, 8].

Lemma 3.3.10 For every u ∈ C2(R) and h ≥ 0, the following statements
are equivalent:

a) (wu)′′(x) = O(xh) (respectively, (wu)′′(x) = o(xh)) as x→ ±∞;

b) wu′′(x) = O(xh) (respectively, wu′′(x) = o(xh)) as x→ ±∞;

c) (wu′)′(x) = O(xh) (respectively, (wu′)′(x) = o(xh)) as x→ ±∞.
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Proof. Assume that (wu)′′(x) = O(xh) as x→ ±∞. Then, for every x ∈ R,
x 6= 0,

(wu′′)(x) = (wu)′′(x) + 2(wu)′(x)w(x) (1/w)′(x) + (wu)(x)w(x) (1/w)′′(x)

= (wu)′′(x) + 2(wu)′(x)
px

1/|x|p−2 + x2

+(wu)(x) p(p − 1)
1

1/|x|p−2 + x2

≈ (wu)′′(x) + (wu)′(x)
x

1 + x2
+ (wu)(x)

1

1 + x2
.

Condition (wu)′′(x) = O(xh) implies (wu)′(x) = O(xh+1) which in turn
yields (wu)(x) = O(xh+2); hence (wu′′)(x) = O(xh) as x→ ±∞.

Now, let (wu′′)(x) = O(xh) as x→ ±∞. We have

(wu)′′(x) = (wu′′)(x) + 2(wu′)(x)
w′(x)
w(x)

+ (wu)(x)
w′′(x)
w(x)

= (wu′′)(x) + 2(wu′)(x)
w′(x)
w(x)

+(wu)(x)

(

2

(

w′(x)
w(x)

)2

− w(x)

(

1

w(x)

)′′
)

= (wu′′)(x) − 2(wu′)(x)
px

1/|x|p−2 + x2

+(wu)(x)

(

2

(

px

1/|x|p−2 + x2

)2

− p(p− 1)
1

1/|x|p−2 + x2

)

≈ (wu′′)(x) + (wu′)(x)
x

1 + x2
+ (wu)(x)

1

1 + x2
;

as before, from (wu′′)(x) = O(xh), we obtain u′′(x) = O(xh+p) and in turn
u′(x) = O(xh+p+1) and u(x) = O(xh+p+2); hence (wu)′′(x) = O(xh).

The equivalence between a) and c) can be proved similarly. �

Remark 3.3.11 We observe that the Ventcel domain of Aw

DV (Aw) := {u ∈ Cw(R) ∩ C2(R) | lim
x→±∞

w(x)Awu(x) = 0}

coincides with the maximal domain already defined.

Indeed let u ∈ D(Aw) and by contradiction assume that u /∈ DV (Aw),
for example lim

x→+∞
w(x)Awu(x) = ℓ 6= 0. Then

lim
x→+∞

1

1 + xp

1

6x2
a2(x)x2u′′(x) = ℓ
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and therefore lim
x→+∞

1

xp+2
u′′(x) 6= 0; consequently lim

x→+∞
1

xp+4
u(x) 6= 0, con-

tradicting the condition wu ∈ C(R). The same reasoning holds at the point
−∞. �

Proposition 3.3.12 The space C2
w(R) is a core for (Aw,D(Aw)).

Proof. We consider the canonical isometry Γ : Cw(R) → C(R) introduced
in [8] and defined by setting, for every f ∈ Cw(R),

Γ(f) = f · w .

Denote by (A,D(A)) the differential operator obtained by (3.3.2) with
w = 1 on the domain

D(A) :=
{

u ∈ C(R) ∩ C2(R) | a2 u′′ ∈ C(R)
}

.

From [33, Proposition 2.10] we know that C2(R) is a core for (A,D(A)).

Now, we show that Γ(D(Aw)) = D(A). Let v = Γu ∈ D(A); we have
u ∈ Cw(R) ∩ C2(R) and further

|Γ(Au)(x)| =

∣

∣

∣

∣

(

w
a2

6
u′′
)

(x)

∣

∣

∣

∣

≤ a(x)2

6
|v′′(x)| + C1

1 + |x|
a(x)2

6
|v′(x)| + a(x)2

6

C2

1 + x2
|v(x)|

≤ |Av(x)| + C1

1 + |x|
a(x)2

6
|v′(x)| + C3

1 + x2
|v(x)| .

Using Taylor’s formula we can write v′(x) = v(x+δ)−v(x)
δ − v′′(ξ)

2 δ for some
ξ ∈]x, x+ δ[, where δ is given by (3.3.3), and consequently

∣

∣

∣

∣

1

1 + |x|
a(x)2

6
v′(x)

∣

∣

∣

∣

=

∣

∣

∣

∣

1

1 + |x|
a(x)2

6

v(x+ δ) − v(x)

δ
− 1

1 + |x|
a(x)2

6
v′′(ξ)

δ

2

∣

∣

∣

∣

≤ 1

1 + |x|
1

3δ
‖a2‖‖v‖ +

∣

∣

∣

∣

1

1 + |x|
a(x)2

a(ξ)2
a(ξ)2

6
v′′(ξ)

δ

2

∣

∣

∣

∣

≤ C4

1 + |x|‖v‖ +
δ

2
M

∣

∣

∣

∣

a(ξ)2

6
v′′(ξ)

∣

∣

∣

∣

=
C4

1 + |x|‖v‖ +
δ

2
M |Av(ξ)|

which implies

|Γ(Au)(x)| ≤ |Av(x)| + C4

1 + |x|‖v‖ +
δ

2
M |Av(ξ)| + C3

1 + x2
‖v‖. (3.3.14)
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Since ‖v‖ < ∞ and limx→±∞Av(x) = 0 (see Remark 3.3.11), we have
limx→±∞ Γ(Au)(x) = 0 and u ∈ D(Aw).

Conversely let u ∈ D(Aw), we have Γ(u) ∈ C(R) ∩ C2(R) and further

|A(Γu)(x)| =

∣

∣

∣

∣

a(x)2

6
(wu)′′(x)

∣

∣

∣

∣

≤
∣

∣

∣

∣

a(x)2

6
(wu′′)(x)

∣

∣

∣

∣

+
C1

1 + |x|
a(x)2

6
|(wu′)(x)|

+C2

∣

∣

∣

∣

a(x)2

6
(wu)(x)

1

1 + x2

∣

∣

∣

∣

≤ |Γ(Au)(x)| + C1

1 + |x|
a(x)2

6
|(wu′)(x)| + C3

1 + x2
|Γu(x)| .

Again from Taylor’s formula we have u′(x) = u(x+δ)−u(x)
δ − u′′(ξ)

2 δ where
ξ ∈]x, x+ δ[ and δ is given by (3.3.3), and consequently

∣

∣

∣

∣

1

1 + |x|
a(x)2

6
(wu′)(x)

∣

∣

∣

∣

≤
∣

∣

∣

∣

1

1 + |x|
a(x)2

6
w(x)

u(x + δ) − u(x)

δ

∣

∣

∣

∣

+

∣

∣

∣

∣

1

1 + |x|
a(x)2

6
w(x)u′′(ξ)

δ

2

∣

∣

∣

∣

≤ ‖a2‖
6δ

1

1 + |x|
w(x)

w(x+ δ)
|Γu(x+ δ)|

+
‖a2‖
6δ

1

1 + |x| |Γu(x)|

+

∣

∣

∣

∣

1

1 + |x|
a(x)2

a(ξ)2
w(x)

w(ξ)
w(ξ)

a(ξ)2

6
u′′(ξ)

δ

2

∣

∣

∣

∣

≤ C4

1 + |x| ‖Γ(u)‖ + C5|Γ(Au)(ξ)| .

Then we have

|A(Γu)(x)| ≤ |Γ(Au)(x)| + C4

1 + |x| ‖Γ(u)‖ (3.3.15)

+C5|Γ(Au)(ξ)| + C3

1 + x2
‖Γu‖ ;

and taking the limit as x → ±∞ we obtain limx→±∞A(Γu)(x) = 0 (see
Remark 3.3.11) and consequently limx→±∞ Γu(x) = 0.

Now, we observe that Γ(C2
w(R)) = Γ({u ∈ Cw(R)∩C2(R)| w u′′ ∈ C(R)})

and C2(R) = {v ∈ C(R)∩C2(R) | v′′ ∈ C(R)} and taking into account that
wu′′ ∈ C(R) if and only if (wu)′′ = (Γu)′′ ∈ C(R), we deduce the equality

Γ(C2
w(R)) = C2(R) .
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Finally from (3.3.14), it immediately follows that if Γ(u) ∈ D(A) then

‖Γ(Au)‖ ≤ C (‖A(Γu)‖ + ‖Γ(u)‖) (3.3.16)

for some constant C > 0.
Taking into account that C2(R) is a core for (A,D(A)), the proof is

complete. �

Finally, we discuss the representation of the semigroup generated by A
by means of iterates of weighted Steklov operators.

Proposition 3.3.13 The operator (Aw,D(Aw)) generates a strongly con-
tinuous semigroup on Cw(R).

Proof. Let λ > 0 and consider the problem

λu−A(u) = f f ∈ Cw(R) , (3.3.17)

which is equivalent to

λv −B(v) = g , g ∈ C(R) , (3.3.18)

where v = uw, g = wf , and

B(v) = wA
( v

w

)

.

From
(

v
w

)′
= v′

w − w′

w2 v and
(

v
w

)′′
= v′′

w − 2 w′

w2 v
′ −
(

w′

w2

)′
v, we obtain

B(v) =
a2

6
v′′ − 2

a2

6

w′

w
v′ − a2

6
w

(

w′

w2

)′
v =: αBv

′′ + βBv
′ + γBv .

Using Feller’s classification of the endpoints (see [48]), we prove that B
generates a C0-semigroup on its maximal domainD(B) := {u ∈ C(R) | Bu ∈
C(R)}. In our case the functions W , R and Q in [48, p. 391–393]) are given
by

WB(x) = exp

(

−
∫ x

x0

βB

αB

)

= exp

(
∫ x

x0

2
w′

w

)

=
w(x)2

w(x0)2
,

RB(x) = WB(x)

∫ x

x0

1

αBWB
= w(x)2

∫ x

x0

6

a2w2

and

QB(x) =
1

αB(x)WB(x)

∫ x

x0

WB =
6

a(x)2w(x)2

∫ x

x0

w2 .

Since w(x) = 1
1+|x|p , it can be readily seen that

QB(x) =
6(1 + |x|p)2

a(x)2

∫ x

0

1

(1 + |t|p)2 dt
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and hence QB is not integrable on [0,+∞[ and on ] −∞, 0]; moreover,

RB(x) =
6

(1 + |x|p)2
∫ x

0

(1 + |t|p)2
a(t)2

dt

and from the estimate

RB(x) ≥ C

1 + x2p

∫ x

0
t2p+2dt = C1

x2p+3

1 + x2p
,

it follows that RB is not integrable on [0,+∞[ and on ] −∞, 0] as well.
So the endpoint −∞ and ∞ are both natural for the operator B, and con-

sequently the operator Bv−γBv generates a strongly continuous semigroup
on its maximal domain on C(R). Observe also that the maximal domain
coincides with the Ventcel domain in the case of natural endpoints, as an
immediate consequence of the classical generation results by Clément and
Timmermans [44] and Timmermans [69] (see Chapter II).

Taking into account that

γB(x) =
a(x)2

6

p(p− 1)|x|p−2

1 + |x|p

we conclude that γB is bounded and hence (B,D(B)) generates a strongly
continuous semigroup on C(R).

Finally, we observe that if v ∈ C(R) is a solution of (3.3.18), then u :=
v/w ∈ Cw(R) is a solution of (3.3.17). Moreover u ∈ D(A) if and only if
u ·w ∈ D(B) since Γ is an isometry between Cw(R) and C(R), and from the
generation property of (B,D(B)) we deduce that (Aw,D(Aw) generates a
C0-semigroup on Cw(R). �

Finally we can state the following representation theorem.

Theorem 3.3.14 The operator (Aw,D(Aw)) generates a positive C0-semigroup
(T (t))t≥0 in Cw(R) satisfying ‖T (t)‖ ≤ eCt and, for every t ≥ 0 and for ev-
ery sequence (k(n)n≥1) of positive integers satisfying limn→+∞ k(n)/n = t,
we have

T (t) = lim
n→+∞

Lk(n)
n strongly on C(R) ,

moreover if a ∈ C2(R), for every f ∈ C2,α
w (R) we have

∥

∥

∥T (t)u− Lk(n)
n u

∥

∥

∥

w
≤t CαMf

nα/2
+

(

∣

∣

∣

∣

k(n)

n
− t

∣

∣

∣

∣

+

√

2

π

√

k(n)

n

)

(3.3.19)

×
(

‖Af‖w +
CαMf

nα/2

)

and choosing k(n) = [nt]

∥

∥

∥T (t)u− L[nt]
n u

∥

∥

∥

w
≤ t

CαMf

nα/2
+

1√
n

(

1√
n

+

√

2t

π

)

(

‖Af‖w +
CαMf

nα/2

)

.

(3.3.20)
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Proof. From Proposition 3.3.13 we know that the operator (Aw,D(Aw))
generates a C0-semigroup (T (t))t≥0 and hence, for every λ > 0, the range
(λ−Aw)(D(Aw)) coincides with Cw(R) . Moreover, by Proposition 3.3.12,
C2

w(R) is a core for (Aw,D(Aw)) and therefore (λ−Aw)(C2
w(R)) is dense in

Cw(R). We observe that we have

‖Lw,n‖ ≤ ‖ωn‖n
∞ ≤ (1 + ‖ωn − 1‖)n ≤

(

1 +
C

n2

)n

as a consequence of (3.3.5) and Proposition 3.3.1, and consequently

‖Lk
w,n‖ ≤

(

(

1 +
C

n2

)n2
)k/n

≤ eCk/n .

Hence we can apply Trotter’s approximation theorem [70] and obtain
that the closure of the operator arising from the Voronovskaja’s formula
(Theorem 3.3.8) generates a C0-semigroup represented by (3.3.14). Finally,
this closure coincides with (Aw,D(Aw)) since C2

w(R) is a core by Proposition
3.3.12. The positivity of the semigroup is a consequence of the representation
(3.3.14).

At this point we can apply Theorem 1.1.2. From Theorem 3.3.9 follows
that the seminorms are given by ψn(f) = Ca

Mf

nα/2 and ϕn(f) = ‖Af‖w +

Ca
Mf

nα/2 , then taking into account that the growth bound of (T (t))t≥0 is
equal to 0 and every T (t) is a linear contraction, i.e. ω = 0 and M = 1,
the estimates (3.3.19) and (3.3.20) follow directly from (1.1.10) and (1.1.11),
and this completes the proof. �
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3.4 Steklov operators in weighted spaces on [0, 1]

In this section we consider the weighted space of continuous functions on
the interval [0, 1]. We fix a ∈ C([0, 1]) satisfying a(0) = a(1) = 0 and require
that it is differentiable at 0 and 1, i.e.

lim
x→0,1

a(x)

x(1 − x)
∈ R . (3.4.1)

We consider the weight function

w(x) := xp(1 − x)q , x ∈ [0, 1] , p, q ≥ 2 . (3.4.2)

In the sequel, we shall set bn(x) := a(x)/n. From (3.4.1), it follows
[x− bn(x), x+ bn(x)] ⊂ [0, 1] for every x ∈ [0, 1] and large enough n; hence,
we can define the functions ωn : [0, 1] → R by setting

ωn(x) :=
w(x)

2bn(x)

∫ x+bn(x)

x−bn(x)

1

w(t)
dt , x ∈]0, 1[ , (3.4.3)

and

ωn(0) := lim
x→0+

ωn(x) , ωn(1) := lim
x→1−

ωn(x) . (3.4.4)

Remark 3.4.1 Let n ∈ N be large enough; then the limits in (3.4.4) exist
and are finite at the points 0 and 1.

Since the discussion is at all similar on neighborhoods of the endpoints 0
and 1, in the sequel we shall limit ourselves to consider only a neighborhood
of 0, where the weight function can be taken of the form

w(x) := xp .

We observe that, for every x ∈]0, 1[,

ωn(x) = xp 1

2bn(x)

∫ x+bn(x)

x−bn(x)

1

tp
dt (3.4.5)

=
1

1 − p

1

2bn(x)

[

1

(x+ bn(x))p−1
− 1

(x− bn(x))p−1

]

xp

=
1

p− 1

1

2bn(x)

(x+ bn(x))p−1 − (x− bn(x))p−1

(x2 − bn(x)2)p−1
xp

=
1

p− 1

x2p−1

2bn(x)x2p−2

(1 + bn(x)/x)p−1 − (1 − bn(x)/x)p−1

(1 − bn(x)2/x2)p−1

=
x

2(p − 1)bn(x)

(1 + bn(x)/x)p−1 − (1 − bn(x)/x)p−1

(1 − bn(x)2/x2)p−1
.
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Since a is differentiable at 0, we have

lim
x→0+

ωn(x) =















1 , a′(0) = 0 ,

1

2(p − 1)

(

1 + γ
n

)p−1 −
(

1 − γ
n

)p−1

γ
n

(

1 − γ2

n2

)p−1 , a′(0) 6= 0 ,

where γ := a′(0). �

In the next Proposition 3.4.2 we estimate ωn.

Proposition 3.4.2 There exists a constant C > 0 such that

‖ωn − 1‖ ≤ C

n2
.

Proof. For n large enough, we have 0 ≤ bn(x)/x ≤ 1/2 for every x ∈]0, 1[
and hence, using the Taylor’s expansions of (1 ± y)p−1 at 0, we get the
existence of ξx, θx, ηx ∈]0, 1/2[ such that

(

1 +
bn(x)

x

)p−1

= 1 + (p− 1)
bn(x)

x
+

1

2
(p − 1)(p − 2)

bn(x)2

x2

+
1

6
(p− 1)(p − 2)(p − 3) (1 + ξx)p−4 bn(x)3

x3
,

(

1 − bn(x)

x

)p−1

= 1 − (p− 1)
bn(x)

x
+

1

2
(p − 1)(p − 2)

bn(x)2

x2

−1

6
(p− 1)(p − 2)(p − 3) (1 − θx)

p−4 bn(x)3

x3
,

(

1 − bn(x)2

x2

)p−1

= 1 − (p− 1) (1 − ηx)p−2 bn(x)2

x2
.
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Consequently, using (3.4.5),

ωn(x) − 1 =
1

2(p− 1)bn(x)/x

(1 + bn(x)/x)p−1 − (1 − bn(x)/x)p−1

(1 − bn(x)2/x2)p−1

−(1 − bn(x)2/x2)p−1

(1 − bn(x)2/x2)p−1

=
1

(1 − bn(x)2/x2)p−1
×

×
(

1 +
1

12
(p− 2)(p − 3)

(

(1 + ξx)p−4 + (1 − θx)p−4
) bn(x)2

x2

−1 + (p− 1) (1 − ηx)p−2 bn(x)2

x2

)

=
bn(x)2/x2

(1 − bn(x)2/x2)p−1

( 1

12
(p − 2)(p − 3) ×

×
(

(1 + ξx)
p−4 + (1 − θx)p−4

)

+ (p− 1) (1 − ηx)p−2
)

=
1

n2

a(x)2/x2

(1 − a(x)2/(n2 x2))p−1
ϕ(x) , (3.4.6)

where

ϕ(x) :=
1

12
(p− 2)(p− 3)

(

(1 + ξx)p−4 + (1 − θx)
p−4
)

+ (p− 1) (1 − ηx)p−2 .

Since ϕ is bounded as well as a(x)/x, we get the desired result. �

Now, we consider the weighted space

Cw([0, 1]) := {f ∈ C(]0, 1[) | ∃ lim
x→0,1

w(x) f(x) ∈ R}

endowed with the norm

‖f‖w = sup
x∈[0,1]

|f(x)w(x)| , f ∈ Cw([0, 1]) .

As in the preceding section we define the operators Lw,n : Cw([0, 1]) →
Cw([0, 1]) by setting, for every f ∈ Cw([0, 1]), Lw,n(f) := Sn,bn(f).

We also need to define the subspace

C2
w([0, 1]) := {f ∈ Cw([0, 1]) ∩ C2(]0, 1[) | f ′′ ∈ Cw([0, 1])} .

If n is large enough, then for every f ∈ Cw([0, 1]), the function Lw,n(f)
is well-defined by (3.4.1). Moreover we have,

‖Lw,n(f)‖w = ‖Sn,bn(f)‖w ≤ ‖ωn‖n ‖f‖w ≤ Cw ‖f‖w , (3.4.7)

and hence Lw,n(f) ∈ Cω([0, 1]).
The proofs of the following properties are at all similar to the unbounded

weighted case and therefore we shall omit them.



3.4 Steklov operators in weighted spaces on [0, 1] 75

Proposition 3.4.3 We have the following properties:

1. For every f ∈ C(0, 1), k ≥ 1 and x ∈ R,

‖Sk,bn(f) − f‖w ≤ ‖S1,bn(f) − f‖w

k
∑

i=0

‖ωn‖i . (3.4.8)

2. For every f ∈ C2
w([0, 1]), there exists a constant Cf > 0, depending on

f, such that for every x ∈ (0, 1)

‖S1,bn(f) − f‖w ≤ Cf

n2
. (3.4.9)

3. For every f ∈ Cw([0, 1]) we have

lim
n→+∞

1

n

n−1
∑

k=0

Sk,bn(f) = f

with respect to the norm ‖ · ‖w.

As a consequence, also in the present setting we can state the following
results. The proof is omitted since it is at all similar to the unweighted case.

Theorem 3.4.4 For every f ∈ Cw([0, 1]), we have

lim
n→+∞

Lw,n(f) = f

uniformly with respect to the weighted norm ‖ · ‖w.

Theorem 3.4.5 (Weighted Voronovskaja-type formula)
For every f ∈ C2

w([0, 1]) we have

lim
n→∞

∥

∥

∥

∥

n (Lw,n(f) − f) − a2

6
f ′′
∥

∥

∥

∥

w

= 0 .

In order to obtain a quantitative estimate of the Voronovskaja’a formula
we need to consider the class of functions

C2,α
w ([0, 1]) := {f ∈ C2

w([0, 1]) | wf ′′ ∈ Cα([0, 1])} .

Theorem 3.4.6 (Weighted quantitative Voronovskaja-type formula)

If a2 ∈ C2([0, 1]) for every f ∈ C2,α
w ([0, 1]) we have

∥

∥

∥

∥

n (Lw,n(f) − f) − a2

6
f ′′
∥

∥

∥

∥

w

≤ Ca
Mf

nα/2
,
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where Mf is the seminorm defined by

Mf = Lwf ′′ + ‖f ′′‖w (3.4.10)

and

Ca := ‖a2‖max

{

4

3
,
‖(a2)′′‖
72
√
n

}

. (3.4.11)

Finally, we shall be concerned with the core property and the represen-
tation of the semigroup generated by the differential operator arising from
the Voronovskaja-type formula.

The differential operator is Awu(x) := a(x)2 u′′(x)/6 on the following
Ventcel’s domain

DV (Aw) := {u ∈ Cw([0, 1]) ∩ C2(]0, 1[) | lim
x→0,1

w(x)Awu(x) = 0} .

As in the preceding section, we consider only first-order degeneracy of
the function a at the endpoints. Different generation results in the space of
continuous functions vanishing at the endpoints are available in [8] (see also
[6] and the references given there).

Theorem 3.4.7 Assume that

a(x) = Cx(1 − x) , 0 ≤ x ≤ 1 ,

for a suitable constant C > 0. Then, the space C2([0, 1]) (and hence C2
w([0, 1]))

is a core for (Aw,DV (Aw)); moreover, the operator (Aw,DV (Aw)) generates
a C0-semigroup (T (t))t≥0 in Cw([0, 1]) and, for every t ≥ 0 and for every
sequence (k(n))n≥1 of positive integers satisfying limn→+∞ k(n)/n = t, we
have

T (t) = lim
n→+∞

Lk(n)
w,n strongly on Cw([0, 1]) , (3.4.12)

moreover for every f ∈ C2,α
w ([0, 1]) we have

∥

∥

∥
T (t)u− Lk(n)

n u
∥

∥

∥

w
≤t CαMf

nα/2
+

(

∣

∣

∣

∣

k(n)

n
− t

∣

∣

∣

∣

+

√

2

π

√

k(n)

n

)

(3.4.13)

×
(

‖Af‖w +
CαMf

nα/2

)

and choosing k(n) = [nt]

∥

∥

∥T (t)u− L[nt]
n u

∥

∥

∥

w
≤ t

CαMf

nα/2
+

1√
n

(

1√
n

+

√

2t

π

)

(

‖Af‖w +
CαMf

nα/2

)

.

(3.4.14)
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Proof. We reason only in the interval [0, 1/2] and assume a(x) = Cx. Let
u ∈ DV (Aw) and fix ε > 0. We have u′′(x) = o(1/xp+2) as x→ 0 and hence
u′(x) = o(1/xp+1) and u(x) = o(1/xp), that is limx→0w(x)xu′(x) = 0 and
limx→0w(x)u(x) = 0. Hence, we can choose δ > 0 such that δ < 1/2 and

|w(x)u(x)| < ε , x ∈ [0, δ] ,

|w(x)xu′(x)| < ε , x ∈]0, δ] ,

|w(x)x2 u′′(x)| < ε , x ∈]0, δ] .

Let v : [0, 1/2] → R as follows

v(x) :=















u(δ) + u′(δ)(x − δ) + u′′(δ)
(x− δ)2

2
, x ∈ [0, δ[ ,

u(x) , x ∈
[

δ,
1

2

]

.

Then, v ∈ C2([0, 1/2]) and, for every x ∈]0, δ], we have

|w(x)Av(x)| =

∣

∣

∣

∣

w(x)
C2 x2

6
v′′(x)

∣

∣

∣

∣

=

∣

∣

∣

∣

C2 xp+2

6
u′′(δ)

∣

∣

∣

∣

≤
∣

∣

∣

∣

C2 δp+2

6
u′′(δ)

∣

∣

∣

∣

<
C2

6
ε

and consequently

|w(x)(Au(x) −Av(x))| ≤ C2

6
ε+

C2

6
ε =

C2

3
ε , x ∈

[

0,
1

2

]

.

Finally, for every x ∈ [0, δ],

|w(x)(u(x) − v(x))| ≤ |w(x)u(x)| + |w(x)u(δ)| + |w(x)u′(δ) (x − δ)|

+

∣

∣

∣

∣

w(x)u′′(δ)
(x− δ)2

2

∣

∣

∣

∣

≤ ε+ |w(δ)u(δ)| + |w(δ) δ u′(δ)| +
∣

∣

∣

∣

w(δ)
δ2

2
u′′(δ)

∣

∣

∣

∣

≤ ε+ ε+ ε+
ε

2
=

7

2
ε .

The same inequality obviously extends to the interval [0, 1/2] and since ε is
arbitrary, this completes the proof of the core property.

In order to apply Trotter’s approximation theorem, we need to establish
the stability estimate ‖Lk

w,n‖ ≤ Meck/n for every n, k ≥ 1 for a suitable
constant c ≥ 0.

Indeed, from (3.4.7) and Proposition 3.4.2, we get

‖Lw,n‖ ≤ ‖ωn‖n ≤ (1 + ‖ωn − 1‖)n ≤
(

1 +
C

n2

)n

,
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where C is the constant in Proposition 3.4.2, and consequently

‖Lk
w,n‖ ≤

(

(

1 +
C

n2

)n2
)k/n

≤ eCk/n .

Hence, we can apply Trotter’s approximation theorem [70] and obtain
that the closure (Ā,D(Ā)) of the restriction of Aw to C2([0, 1]) generates a
C0-semigroup (T (t))t≥0 on Cw([0, 1]) which can be represented by (3.4.12).
Moreover, the stability estimate also gives ‖T (t)‖ ≤ eCt for every t ≥ 0.

Now, we show that (Aw,DV (Aw)) is closed and this, together with the
core property, will imply that (Ā,D(Ā)) = (Aw,DV (Aw)) and complete the
proof.

Let (un)n≥1 be a sequence in DV (Aw) and u, v ∈ Cw([0, 1]) such that (w ·
un)n≥1 converges uniformly to w · u and (w ·A(un))n≥1 converges uniformly
to w · v. Since α and w are continuous and strictly positive in ]0, 1[, they
have a positive minimum in every interval [a, b] ⊂]0, 1[ and consequently
(un)n≥1 converges uniformly to u and (A(un))n≥1 converges uniformly to v
in [a, b]; from the classical theory, we have that u ∈ C2([a, b]) and Au = v in
[a, b]. Since the interval [a, b] is arbitrary, we get u ∈ C2(]0, 1[) and Au = v in
]0, 1[. Finally, from the uniform convergence of (w·A(un))n≥1 to w·v and the
condition limx→0,1w(x)Aun(x) = 0, we also have limx→0,1w(x)Au(x) = 0
and hence u ∈ DV (Aw).

At this point we can apply Theorem 1.1.2. From Theorem 3.4.6 follows
that the seminorms are given by ψn(f) = Ca

Mf

nα/2 and ϕn(f) = ‖Af‖w +

Ca
Mf

nα/2 , then taking into account that the growth bound of (T (t))t≥0 is
equal to 0 and every T (t) is a linear contraction, i.e. ω = 0 and M = 1,
the estimates (3.4.13) and (3.4.14) follow directly from (1.1.10) and (1.1.11),
and this completes the proof. �
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3.5 An extension to the multivariate case

In this final section we briefly consider a possible extension to the multi-
variate case; we establish some approximation results and a Voronovskaja’s
formula.

The following results have been published in [42].

For the sake of simplicity, we limit ourselves to the two-variables case
since a similar construction can be extended in a straightforward way in
more variables.

The case considered in this section is of particular interest since it involves
a second-order partial differential operator on the whole space R

2 whose
coefficients of the second-order partial derivatives may be even unbounded
or degenerate.

First, we define the mean integral operator over a rotated rectangle.
Let a, b : R

2 → R be strictly positive continuous functions satisfying the
following condition

a(x, y), b(x, y) ≤ c1 + c2(|x| + |y|) , (x, y) ∈ R
2 , (3.5.1)

for some suitable constants c1, c2 > 0 and let θ : R
2 → R be a continuous

function.

Moreover, denote by L1
loc(R

2) the space of locally integrable functions on
R

2.

The mean integral operator Ma,b,θ : L1
loc(R

2) → C(R2) is defined by
setting, for every f ∈ L1

loc(R
2) and (x, y) ∈ R

2 ,

Ma,b,θf(x, y) :=
1

|R[x, y]|

∫∫

R[x,y]
f(ξ, η) dξ dη , (3.5.2)

where

R[x, y] := {(ξ, η) ∈ R
2 | (3.5.3)

|(ξ − x) cos θ(x, y) + (η − y) sin θ(x, y)| ≤ a(x, y) ,

| − (ξ − x) sin θ(x, y) + (η − y) cos θ(x, y)| ≤ b(x, y)}

is the rectangle with center (x, y), sides 2 a(x, y) and 2 b(x, y) and rotated an-
ticlockwise of an angle θ(x, y); moreover |R[x, y]| := 4 a(x, y) b(x, y) denotes
the Lebesgue area of R[x, y].

Using the parallel variables to the sides of the rectangle R[x, y], from
(3.5.2) we easily get, for every f ∈ L1

loc(R
2) and (x, y) ∈ R

2 ,

Ma,b,θf(x, y) :=
1

4 a(x, y) b(x, y)

∫ a(x,y)

−a(x,y)

∫ b(x,y)

−b(x,y)
f ◦ ϕx,y (ξ, η) dξ dη ,

(3.5.4)
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where

ϕx,y(ξ, η) :=(x+ ξ cos θ(x, y) − η sin θ(x, y), y + ξ sin θ(x, y) + η cos θ(x, y))

defines the change of variables.

Denote by C(b)(R2) the space of all continuous bounded real functions
on R

2 and by C0(R
2) the subspace consisting of all continuous functions

vanishing at the point at infinity of R
2. These spaces are endowed with the

usual uniform norm

‖f‖ := sup
(x,y)∈R2

|f(x, y)| , f ∈ C(b)(R2) .

Moreover, we shall consider the function w : R
2 → R defined by

w(x, y) :=
1

1 + x2 + y2
, (x, y) ∈ R

2 , (3.5.5)

and the space

C(b)
w (R2) :=

{

f ∈ C(R2) | w f ∈ C(b)(R2)
}

endowed with the norm

‖f‖w := sup
(x,y)∈R2

|w(x, y) f(x, y)| .

Observe that Ma,b,θ maps C(b)(R2) into itself and is a positive contraction
when considered as an operator on this space. Moreover, Ma,b,θ maps the
space of compactly supported functions into C0(R

2) and by continuity also
C0(R

2) into itself.

Now, we show that Ma,b,θ maps C
(b)
w (R2) into itself. First, we put

r(x, y) :=
√

a(x, y)2 + b(x, y)2 , (3.5.6)

for every (x, y) ∈ R
2 and we observe that (see (3.5.3))

R[x, y] ⊂ [x− r(x, y), x+ r(x, y)] × [y − r(x, y), y + r(x, y)] . (3.5.7)

Moreover, from (3.5.1), we have

r(x, y) ≤
√

2 (c1 + c2(|x| + |y|))
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and hence, using (3.5.6) and (3.5.7),

|Ma,b,θf(x, y)|
1 + x2 + y2

≤ 1

(1 + x2 + y2) |R[x, y]| × (3.5.8)

×
∫∫

R[x,y]

f(ξ, η)

1 + ξ2 + η2
(1 + ξ2 + η2)dξ dη

≤ 1

1 + x2 + y2
sup

(ξ,η)∈R[x,y]
(1 + ξ2 + η2) ‖f‖w

≤ 1 + x2 + y2 + 2r(x, y)2 + 2(|x| + |y|)r(x, y)
1 + x2 + y2

‖f‖w

≤
(

1 +
c3 + c4(x

2 + y2)

1 + x2 + y2

)

‖f‖w ≤ (1 + c5) ‖f‖w

for some suitable constant c3, c4 > 0.

ThenMa,b,θ is a bounded operator when considered on the space C
(b)
w (R2)

endowed with the norm ‖ · ‖w.

We are now in a position to define our Steklov operators. For every
n ≥ 1, set an := a/n, bn := b/n and consider the n-th Steklov operator

Sn : C
(b)
w (R2) → C

(b)
w (R2) defined by setting, for every f ∈ C

(b)
w (R2) and

(x, y) ∈ R
2,

Snf(x, y) := Mn
an,bn,θf(x, y) , (3.5.9)

where, as usual, Mn
an,bn,θ denotes n-th iterate of the operator Man,bn,θ.

We shall write Mn in place of Man,bn,θ if no confusion arises.

As a consequence of the properties of Ma,b,θ, from (3.5.9) we have that

Sn is well-defined as an operator on C
(b)
w (R2) and maps the spaces C(b)(R2)

and C0(R
2) into themselves. When necessary, we shall consider the Steklov

operators acting on these spaces too; we also observe that Sn is a positive
contraction when acting on C(b)(R2) and C0(R

2) endowed with the uniform
norm.

In order to estimate the norm of Sn with respect to the weighted uniform

norm in C
(b)
w (R2), we use (3.5.8) taking into account that in this case we

have to consider rn :=
√
a2 + b2/n in place of r and obtain

|Mnf(x, y)|
1 + x2 + y2

≤ 1 + x2 + y2 + 2rn(x, y)2 + 2(|x| + |y|)rn(x, y)

1 + x2 + y2
‖f‖w

≤
(

1 +
C

n

)

‖f‖w , (x, y) ∈ R
2 , (3.5.10)

for a suitable constant C > 0; this yields

‖Sn(f)‖w = ‖Mn
n (f)‖w ≤

(

1 +
C

n

)n

‖f‖w ≤ eC ‖f‖w ,
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and hence the sequence (Sn)n≥1 is equibounded with respect to the weighted

uniform norm in C
(b)
w (R2); moreover, it is also a sequence of positive con-

tractions on C(b)(R2) and C0(R
2).

We have the following preliminary properties.

Lemma 3.5.1 The following equalities hold, for every n ∈ N,

1) Sn(1) = 1 .

2) Sn(pri) = pri , i = 1, 2 .

3) For every (x, y) ∈ R, we have

Sn(pr21)(x, y) = x2 +
1

3n2

n−1
∑

k=0

Mk
n(a2 cos2 θ + b2 sin2 θ)(x, y) ,

Sn(pr22)(x, y) = y2 +
1

3n2

n−1
∑

k=0

Mk
n(a2 sin2 θ + b2 cos2 θ)(x, y) ,

Sn(pr1 pr2)(x, y) = x y +
1

3n2

n−1
∑

k=0

Mk
n

(

(a2 − b2) cos θ sin θ
)

(x, y) .

Proof. It is obvious that Mn1 = 1 and hence property 1) is true. Moreover,
from (3.5.4) we easily obtain Mnpri = pri, i = 1, 2, and this yields property
2). Finally a straightforward calculation based on (3.5.4) gives

Mn(pr21)(x, y) = x2 +
1

3n2
(a(x, y)2 cos2 θ(x, y) (3.5.11)

+b(x, y)2 sin2 θ(x, y)) .

Mn(pr22)(x, y) = y2 +
1

3n2
(a(x, y)2 sin2 θ(x, y)

+b(x, y)2 cos2 θ(x, y)) .

Mn(pr1 pr2)(x, y) = x y +
1

3n2
((a(x, y)2 − b(x, y)2) ×

× cos θ(x, y) sin θ(x, y))

and an induction argument on the integer n ≥ 1 yields property 3). �

The convergence of the sequence (Sn)n≥1 of Steklov-type operators will
be obtained studying the behavior of these operators on the subspace

C2,(b)
w (R2) :=

{

f ∈ C(b)
w (R2) ∩ C2(R2) | ∂

2f

∂x2
,
∂2f

∂y2
,
∂2f

∂x ∂y
∈ C(b)(R2)

}

(3.5.12)

of all functions in C
(b)
w (R2) with bounded second-order partial derivatives.
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Proposition 3.5.2 For every f ∈ C
2,(b)
w (R2) there exists a constant Cf ≥ 0,

depending on f , such that

‖Mnf − f‖w ≤ Cf
1

n2
. (3.5.13)

Proof. For every x, y, s, t ∈ R, there exist ξ, η ∈ R such that

f(s, t) − f(x, y) =
∂f

∂x
(x, y)(s − x) +

∂f

∂y
(t− y) +

∂2f

∂x2
(ξ, η)

(s − x)2

2

+
∂2f

∂y2
(ξ, η)

(t − y)2

2
+

∂2f

∂x∂y
(ξ, η)(s − x)(t− y)

and consequently

Mnf(x, y) − f(x, y) =
∂f

∂x
(x, y)Mn(pr1 − x)(x, y)

+
∂f

∂y
(x, y)Mn(pr2 − y)(x, y) +Mn

(

∂2f

∂x2
(ξ, η)

(pr1 − x)2

2

)

(x, y)

+Mn

(

∂2f

∂y2
(ξ, η)

(pr2 − y)2

2

)

(x, y)

+Mn

(

∂2f

∂x∂y
(ξ, η)(pr1 − x)(pr2 − y)

)

(x, y) .

Let C := max{‖∂2f/∂x2‖, ‖∂2f/y2‖, 2‖∂2f/∂x∂y‖}; then

|Mnf(x, y) − f(x, y)| ≤ C

2

(

Mn(pr1 − x)2 +Mn(pr2 − y)2

+Mn(pr1 − x)(pr2 − y))

=
C

6n2

(

a2 + b2 + (a2 − b2) sin(2θ)
)

(x, y) .

Multiplying by w(x, y) and taking the maximum, from (3.5.1) we obtain the
desired estimate. �

At this point, we introduce the function wn : R
2 → R defined by

ωn(x, y) := w(x, y)Mn

(

1

w

)

(x, y)

(see (3.5.5)). Observe that wn is bounded since 1/w ∈ C
(b)
w (R2) and conse-

quently Mn(1/w) ∈ C
(b)
w (R2) too.

Proposition 3.5.3 For every f ∈ C
(b)
w (R2) and k ≥ 1,

‖Mk
n(f) − f‖w ≤ ‖Mn(f) − f‖w

k−1
∑

i=0

‖ωn‖i . (3.5.14)
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Proof. We argue by induction on the integer k ≥ 1. If k = 1 then (3.5.14)
is obviously true. Now, assume that (3.5.14) holds for k ≥ 1. We have

|w(x, y)(Mk+1
n f(x, y) − f(x, y))|

≤ |w(x, y)Mn(Mk
nf − f)(x, y)| + |w(x, y)(Mnf(x, y) − f(x, y))|

≤ ωn(x, y)‖Mk
n (f) − f‖w + ‖Mn(f) − f‖w

≤ ωn(x, y)

k−1
∑

i=0

ωn(x, y)i ‖Mn(f) − f‖w + ‖Mn(f) − f‖w

≤
k
∑

i=1

ωn(x, y)i ‖Mn(f) − f‖w + ‖Mn(f) − f‖w

≤
k
∑

i=0

ωn(x, y)i ‖S1,bn(f) − f‖w

and this completes the induction argument. �

In order to deduce the convergence of Steklov operators from the above
proposition, we need to estimate the convergence of the sequence (wn)n≥1.

Proposition 3.5.4 There exists a constant C > 0 such that

‖ωn − 1‖ ≤ C

n2
.

Proof. First, we observe that

|ωn(x) − 1| =

∣

∣

∣

∣

w(x)S1,bn

(

1

w

)

x− w(x)
1

w(x)

∣

∣

∣

∣

=

∣

∣

∣

∣

w(x)

[

S1,b

(

1

w

)

x− 1

w(x)

]∣

∣

∣

∣

≤
∥

∥

∥

∥

Mn

(

1

w

)

− 1

w

∥

∥

∥

∥

w

.

Since 1/w ∈ C
(b)
w (R2) ∩ C2(R2) and its second-order partial derivatives

are bounded, we can apply Proposition 3.5.2 and obtain a constant C > 0
such that

∥

∥

∥

∥

Mn

(

1

w

)

− 1

w

∥

∥

∥

∥

w

≤ C

n2

and this completes the proof. �

Now, we are in a position to state the convergence property of the se-
quence (Sn)n≥1.
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Theorem 3.5.5 For every f ∈ C2,(b)
w (R2), we have

lim
n→+∞

‖Sn(f) − f‖w = 0 .

Proof. Let f ∈ C
2,(b)
w (R2); from Propositions 3.5.2, 3.5.3 and 3.5.4 we

obtain

‖Sn(f) − f‖w ≤ ‖Mn(f) − f‖w

n−1
∑

i=0

‖ωn‖i ≤ Cf

n2

n−1
∑

i=0

‖ωn‖i

≤ Cf

n2

n−1
∑

i=0

(

1 + C
1

n2

)i

=
Cf

C

((

1 +
C

n2

)n

− 1

)

and consequently limn→+∞ ‖Sn(f) − f‖w = 0. �

As a consequence of Theorem 3.5.5, we have that the sequence (Sn(f))n≥1

converges to f uniformly on every compact subset of R
2 whenever f ∈

C
(b)
w (R2).
In the following result, we study the uniform convergence of the sequence

of Steklov operators in the space C0(R
2).

We observe that from Proposition 3.5.2, it follows that if f ∈ C(b)
w (R2) ∩

C2(R2) has bounded second-order partial derivatives, we have

|Mnf(x, y) − f(x, y)| ≤ Cf

6n2

(

a2 + b2 + (a2 − b2) sin(2θ)
)

(x, y) , (x, y) ∈ R
2

and hence if a, b are bounded, we also obtain

‖Mn(f) − f‖ ≤ Cf

n2

(

‖a2‖ + ‖b2‖
)

. (3.5.15)

Theorem 3.5.6 Assume that a, b ∈ C(b)(R2). Then, for every f ∈ C0(R
2),

we have
lim

n→+∞
‖Snf − f‖ = 0 . (3.5.16)

Proof. Let f ∈ C2(R2) with bounded second-order partial derivatives and
observe that the second member of (3.5.15) tends uniformly to 0 as n →
+∞. Moreover, in this case the operators Mn are positive contractions with
respect to the uniform norm, and consequently

‖Sn(f) − f‖ = ‖Mn
n (f) − f‖ ≤ n‖Mn(f) − f‖

which yields limn→+∞ ‖Sn(f)− f‖ = 0. The general case where f ∈ C0(R
2)

follows from a density argument. �

Now we establish a Voronovskaja-type formula for the operators Sn. We
need some preliminary properties of independent interest which establishes
the convergence of the mean of iterates of the operators Mn.
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Proposition 3.5.7 For every f ∈ C
2,(b)
w (R2), we have

lim
n→+∞

∥

∥

∥

∥

∥

1

n

n−1
∑

k=0

Mk
n(f) − f

∥

∥

∥

∥

∥

w

= 0 . (3.5.17)

Proof. Let f ∈ C
2,(b)
w (R2); from Propositions 3.5.3 and 3.5.4 it follows

∥

∥

∥

∥

∥

1

n

n−1
∑

k=0

Mk
n(f) − f

∥

∥

∥

∥

∥

w

≤ 1

n

n−1
∑

k=0

∥

∥

∥Mk
n(f) − f

∥

∥

∥

w

≤ 1

n
‖Mn(f) − f‖w

n−1
∑

k=0

k−1
∑

i=0

‖ωn‖i ≤ Cf
1

n

1

n2

n−1
∑

k=0

k−1
∑

i=0

(1 + C
1

n2
)i

=
Cf

C

(

n

C

((

1 +
C

n2

)n

− 1

)

− 1

)

,

and taking the limit as n→ +∞, we have the validity of (3.5.17). �

Remark 3.5.8 If we consider the subspace

C0,w(R2) :=
{

f ∈ C(b)
w (R2) | w f ∈ C0(R

2)
}

, (3.5.18)

we can observe that the preceding proposition is still true for every f ∈
C0,w(R2).

Indeed, from (3.5.10), we get

‖Mk
n‖ ≤

(

1 +
C

n

)k

≤ eC

with respect to the norm in C
(b)
w (R2) and hence the mean operators

∑n−1
k=0 M

k
n/n

are equibounded when acting on the space C
(b)
w (R2). Since C

2,(b)
w (R2) is

dense in C0,w(R2), Proposition 3.5.7 can be applied to every f ∈ C0,w(R2).
�

Finally, we can establish a Voronovskaja-type formula with respect to the
weighted uniform norm.

Theorem 3.5.9 (Voronovskaja-type formula) Assume that a, b ∈ C0(R
2)

and consider the second-order partial differential operator A : C2(R2) →
C(R2) defined by

A(f) :=
1

6

(

α
∂2f

∂x2
+ β

∂2f

∂y2
+ γ

∂2f

∂x∂y

)

, f ∈ C2(R2) , (3.5.19)
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where the coefficients α, β, γ : R
2 → R are given by

α := a2 cos2 θ+ b2 sin2 θ , β := a2 sin2 θ+ b2 cos2 θ , γ := (a2− b2) sin(2θ) .

Then, for every f ∈ C
2,(b)
w (R2) with uniformly continuous second-order

partial derivatives, we have

lim
n→∞

‖n (Snf − f) −A(f)‖w = 0 .

Proof. Let f ∈ C
2,(b)
w (R2) have uniformly continuous second-order partial

derivatives. For every x, y, s, t ∈ R, we can write

f(s, t) − f(x, y) =
∂f

∂x
(x, y)(s − x) +

∂f

∂y
(t− y)

+
∂2f

∂x2
(x, y)

(s − x)2

2
+
∂2f

∂y2
(x, y)

(t− y)2

2
+

∂2f

∂x∂y
(s− x)(t− y)

+η(s, t, x, y)
(

(s− x)2 + (t− y)2
)

where η : R
4 → R satisfies lim(s,t)→(x,y) η(s, t, x, y) = 0 uniformly with

respect to (x, y) ∈ R
2. Then

n (Snf(x, y) − f(x, y)) = nSn(f − f(x, y))(x, y) (3.5.20)

= n
∂f

∂x
(x, y)Sn(pr1 − x)(x, y) + n

∂f

∂y
(x, y)Sn(pr1 − y)(x, y)

+
n

2

∂2f

∂x2
(x, y)Sn((pr1 − x)2)(x, y)

+
n

2

∂2f

∂y2
(x, y)Sn((pr2 − y)2)(x, y)

+n
∂2f

∂x∂y
Sn((pr1 − x)(pr2 − y))(x, y)

+nSn

(

η(pr1,pr2, x, y)
(

(pr1 − x)2 + (pr2 − y)2
))

(x, y) .

We observe that the first two addends in (3.5.20) vanishes.

Moreover, we have

n

2
Sn

(

(pr1 − x)2
)

(x, y) = n
(

Sn(pr21)(x, y) − 2xSn(pr1)(x, y) + x2
)

=
1

6n

n−1
∑

k=0

Mk
n(a2 cos2 θ + b2 sin2 θ)(x, y)

=
1

6n

n−1
∑

k=0

Mk
n(α)(x, y) ,
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n

2
Sn

(

(pr2 − y)2
)

(x, y) = n
(

Sn(pr22)(x, y) − 2ySn(pr2)(x, y) + y2
)

=
1

6n

n−1
∑

k=0

Mk
n(a2 sin2 θ + b2 cos2 θ)(x, y)

=
1

6n

n−1
∑

k=0

Mk
n(β)(x, y) ,

n Sn((pr1 − x)(pr2 − y))(x, y)

= n(Sn(pr1pr2)(x, y) − ySn(pr1) − xSn(pr2)(x, y) + xy)

=
1

6n

n−1
∑

k=0

Mk
n

(

(a2 − b2) sin(2θ)
)

(x, y)

=
1

6n

n−1
∑

k=0

Mk
n (γ) (x, y) .

Our assumptions on the functions a and b ensure that all the functions
α, β and γ are in C0,w(R2) and hence from Proposition 3.5.7 (see also Remark
3.5.8), it follows

lim
n→+∞

n

2
Sn

(

(pr1 − x)2
)

(x, y) =
1

6
α(x, y)

lim
n→+∞

n

2
Sn

(

(pr2 − y)2
)

(x, y) =
1

6
β(x, y)

lim
n→+∞

nSn((pr1 − x)(pr2 − y))(x, y) =
1

6
γ(x, y)

uniformly with respect to the weighted uniform norm in C
(b)
w (R2).

Finally, we have only to show that the last addend in (3.5.20) converges
to 0 with respect to the weighted uniform norm. To this end, let ε > 0 and
consider δ > 0 such that |η(s, t, x, y)| ≤ ε whenever (s− x)2 + (t− y)2 ≤ δ2.
Moreover, take M > 0 such that |η(s, t, x, y)| ≤ M for every (x, y), (s, t) ∈
R

2. We have

|η(s, t, x, y)| ((s− x)2 + (t− y)2) ≤ ε((s− x)2 + (t− y)2)

if (s − x)2 + (t− y)2 ≤ δ2 and

|η(s, t, x, y)| ((s − x)2 + (t− y)2) ≤ M

δ2
((s − x)2 + (t− y)2)2 ,

whenever (s − x)2 + (t− y)2 > δ2. In any case

|η(s, t, x, y)| ((s−x)2+(t−y)2) ≤ ε((s−x)2+(t−y)2)+M

δ2
((s−x)2+(t−y)2)2
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and hence

∣

∣nSn

(

η(pr1,pr2, x, y)
(

(pr1 − x)2 + (pr2 − y)2
))

(x, y)
∣

∣

≤ nSn

(

|η(s, t, x, y)|
(

(pr1 − x)2 + (pr2 − y)2
))

(x, y)

≤ nSn

(

ε((pr1 − x)2 + (pr2 − y)2)
)

(x, y)

+nSn

(

M

δ2
((pr1 − x)2 + (pr2 − y)2)2

)

(x, y)

≤ εnSn

(

(pr1 − x)2 + (pr2 − y)2
)

(x, y)

+
M

δ2
nSn

(

(

(pr1 − x)2 + (pr2 − y)2
)2
)

(x, y) .

Observe that

lim
n→+∞

nSn((pr1 − x)2 + (pr2 − y)2)(x, y) =
1

3
(a2(x, y) + b2(x, y))

uniformly with respect to the weighted norm and hence, from the arbitrarily
of ε, it remains only to show that

lim
n→+∞

∥

∥

∥
nSn

(

(

(pr1 − x)2 + (pr2 − y)2
)2
)∥

∥

∥

w
= 0 . (3.5.21)

Indeed, a straightforward calculation yields

Mn

(

(

(pr1 − x)2 + (pr2 − y)2
)2
)

= ((pr1 − x)2 + (pr2 − y)2)2

+
1

n4

(

1

5
a4 +

2

9
a2 b2 +

1

5
b4
)

+
2

n2
α

(

(pr1 − x)2 +
1

3
(pr2 − y)2

)

+
2

n2
β

(

1

3
(pr1 − x)2 + (pr2 − y)2

)

+
4

3n2
γ (pr1 − x)(pr2 − y) ,

and taking n iterations of the above formula, we have

nSn

(

(

(pr1 − x)2 + (pr2 − y)2
)2
)

= ((pr1 − x)2 + (pr2 − y)2)2

+
1

n2

(

1

n

n−1
∑

k=0

Mk
n

(

1

5
a4 +

2

9
a2 b2 +

1

5
b4
)

)

+
1

n

n−1
∑

k=0

Mk
n

(

2α

(

(pr1 − x)2 +
1

3
(pr2 − y)2

))

+
1

n

n−1
∑

k=0

Mk
n

(

2β

(

1

3
(pr1 − x)2 + (pr2 − y)2

))

+
1

n

n−1
∑

k=0

Mk
n

(

4

3
γ(pr1 − x)(pr2 − y)

)

.
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Now, we discuss the convergence in C
(b)
w (R2) of the preceding addends

evaluated at (x, y). The first addend ((pr1 − x)2 + (pr2 − y)2)2 vanishes
identically at (x, y). As regards to the second addend, we observe that the
assumptions on a and b ensure that a4, b4, a2b2 ∈ C0,w(R2) and hence, from
Proposition 3.5.7 and Remark 3.5.8, we have

lim
n→+∞

1

n

n−1
∑

k=0

Mk
n

(

1

5
a4 +

2

9
a2 b2 +

1

5
b4
)

=
1

5
a4 +

2

9
a2 b2 +

1

5
b4

for the weighted uniform norm. Therefore the second addend converges to 0
uniformly with respect to the weighted norm due to the factor 1/n2. Finally,
the same argument can be applied to the last three addends and we find that

they converge in C
(b)
w (R2) respectively to the functions

2α

(

(pr1 − x)2 +
1

3
(pr2 − y)2

)

, 2β

(

1

3
(pr1 − x)2 + (pr2 − y)2

)

,

and
4

3
γ (pr1 − x)(pr2 − y)

which vanish identically at (x, y).
Hence (3.5.21) has been established and the proof is complete. �

Under additional assumptions on the functions a and b, we can state the
Voronovskaja-type formula in the space C0(R

2) with respect to the uniform
norm.

We begin with the analogous of Proposition 3.5.7 in the space C0(R
2).

Proposition 3.5.10 For every f ∈ C2(R2) having bounded second-order
partial derivatives, we have

lim
n→+∞

∥

∥

∥

∥

∥

1

n

n−1
∑

k=0

Mk
n(f) − f

∥

∥

∥

∥

∥

= 0 . (3.5.22)

Proof. Indeed, since the operators Mn are positive contractions, from
(3.5.15) we have

∥

∥

∥

∥

∥

1

n

n−1
∑

k=0

Mk
n(f) − f

∥

∥

∥

∥

∥

≤ 1

n

n−1
∑

k=0

∥

∥

∥Mk
n(f) − f

∥

∥

∥

≤ 1

n
‖Mn(f) − f‖

n−1
∑

k=0

k ≤ 1

n

Cf (‖a2‖ + ‖b2‖)
n2

n(n− 1)

2
.

Taking the limit as n→ +∞, we have the validity of (3.5.22). �
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Theorem 3.5.11 (Voronovskaja-type formula in C0(R
2)) Assume that

a(1 + pr1 + pr2) ∈ C0(R
2) , b(1 + pr1 + pr2) ∈ C0(R

2)

and consider the differential operator A defined by (3.5.19).
Then, for every f ∈ C2

0(R2), we have

lim
n→∞

‖n (Snf − f)−A(f)‖ = 0 .

Proof. We observe that Proposition 3.5.10 continues to hold for every
function in C0(R

2) by a density argument, and that our assumptions ensure
that α, β and γ and all the functions involved in the remainder estimates are
in C0(R

2). Using this remark in place of Proposition 3.5.7, we can proceed
exactly as in the proof of Theorem 3.5.9. �





Chapter 4

Best decomposition

The representation of the solutions of parabolic problems by means of iter-
ates of approximating operators may be more effective if we choose appro-
priately the sequence of operators. Even the quantitative estimates between
the semigroup and the iterates may be affected by this choice. In this chapter
we introduce a method which can be useful in order to consider a combina-
tions of different sequences of operators in the approximation of the same
problem.

Using a general procedure we consider some combination of different
approximation processes by means of projections on orthogonal subspaces.
We concentrate our attention on some particular positive approximation
processes in spaces of L2-real functions in order to satisfy a prescribed
Voronovskaja-type formula. Some similar questions have also been con-
sidered in [31] and in [32].

The results in this chapter are contained in [40]

4.1 Direct sums of approximation processes

We are mainly interested in the application of a general and simple method
which consists in constructing a new approximation process starting with a
decomposition of a Hilbert space into the direct sum of orthogonal subspaces
and associating to each subspace an assigned approximation process.

In this way we obtain some noteworthy results regarding the possibility of
obtaining new Voronovskaja-type formulas from assigned ones and extending
the class of differential problems under consideration.

The general method can actually be applied in different settings. Indeed,
we may have the necessity of using different approximation processes on
orthogonal subspaces as done in Section 4.2 in connection with Bernstein-
Kantorovich and Bernstein-Durrmeyer operators; this may happen for exam-
ple in studying diffusion models in population genetics where different fac-
tors may depend on the subspace containing the initial condition. Indeed, it
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is well-known that the differential operator arising from the Voronovskaja’s
formula for both Bernstein-Kantorovich and Bernstein-Durrmeyer opera-
tors describes the evolution process associated with some diffusion models
in population genetics through the representation given in (4.2.13) which
depends only on the initial condition u0 in (4.2.14). Hence the method used
in Section 4.2 allows us to arrange better the choice of the subspace V and
the approximating operators to the initial condition. A different motivation
can be the preservation of some functions by a modified classical approxima-
tion process; this was already realized in [31] for some sequences of algebraic
polynomials and now we have also considered an example concerned with
convolution operators in Section 4.3. Different applications to projections
onto splines can also be considered; here we have not dealt with this case due
to the large literature already existing in this field (see [46, Section 13.4])
and also because we are only interested in the possibility of approximating
the solution of wider classes of differential problems and consequently only
to more general Voronovskaja-type formulas.

The method is based on some simple properties of Hilbert spaces. Con-
sider an Hilbert space (H, 〈·, ·〉) and a decomposition

H =
⊕

i∈I

Vi

of H into the direct sum of orthogonal closed subspaces Vi, i ∈ I and for every
i ∈ I denote by Pi the canonical orthogonal projection onto the subspace
Vi.

Now, let (Li)i∈I be a family of linear operators from H into itself and
consider the linear operator L : H → H defined by setting, for every u ∈ H,

L(u) =
∑

i∈I

Pi(Li(u)) . (4.1.1)

In this way we associate the operator L to the families (Vi)i∈I and (Li)i∈I .

Observe that if u, v ∈ H and Li(u) = v for every i ∈ I then we have
L(u) = v too. In particular if all the operators Li, i ∈ I coincide with an
operator T we also have L = T .

Moreover, it is also interesting to observe that we can also study per-
turbations of an operator L having the form (4.1.1) by modifying some of
its components Li; this will be performed in Section 4.3 in connection with
Jackson convolution operators.

At this point, we apply the preceding procedure to a sequence of families
(Li,n)i∈I of linear operators and using (4.1.1) we define the new sequence
(Ln)n∈N of linear operators given by

Ln(u) =
∑

i∈I

Pi(Li,n(u)) . (4.1.2)
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It is immediate to check that if every sequence (Li,n)n∈N, i ∈ I, is an ap-
proximation process on H, then (Ln)n∈N satisfies the same property. More-
over, if every sequence (Li,n)n≥1 satisfies an abstract Voronovskaja-type for-
mula

lim
n→+∞

n(Li,nu− u) = Ai(u) , u ∈ D , (4.1.3)

where Ai : D → H is a linear operator and D is a subspace of H, then the
sequence (Ln)n≥1 satisfies the Voronovskaja’s formula

lim
n→+∞

n(Lnu− u) =
∑

i∈I

Pi(Ai(u)) , u ∈ D . (4.1.4)

Using this general scheme, we pass to consider some cases of particular in-
terest in different settings where we can add more details on the convergence
of the constructed operators and their Voronovskaja-type formulas.

It will be useful to observe that if a finite-dimensional subspace V of H
is generated by the independent system {α1, . . . , αm}, then the projection
PV of H onto V can be easily obtained by considering the square matrix
A := (〈αi, αj〉)i,j=1,...,m and taking into account that for every f, g ∈ H
we have PV (f) = g if and only if AG = F where F is the column vector
with components (〈f, αi〉)i=1,...,m and G = (gi)i=1,...,m is the vector of the
components of PV (f) in the subspace V , i.e. PV (f) =

∑m
i=1 giαi; imposing

〈PV (f) − f, αi〉 = 0 for every i = 1, . . . ,m we find

G = A−1 · F (4.1.5)

and in particular, if {α1, . . . , αm} is an orthogonal system

gi =
〈f, αi〉
‖αi‖2

. (4.1.6)
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4.2 Bernstein-Kantorovich-Durrmeyer operators

In this section we split the space L2(0, 1) into two components and con-
sider a combination of the classical Bernstein-Kantorovich and Bernstein-
Durrmeyer operators. Obviously the same construction may be carried on by
considering different orthogonal subspaces of L2(0, 1) or different sequences
of operators.

First, we recall that for every n ≥ 1 the n-th Bernstein-Kantorovich Kn :
L2(0, 1) → L2(0, 1) and respectively the n-th Bernstein-Durrmeyer operator
Mn : L2(0, 1) → L2(0, 1) are defined by setting, for every f ∈ L2(0, 1) and
x ∈ [0, 1],

Knf(x) = (n+ 1)

n
∑

k=0

pn,k(x)

∫ (k+1)/(n+1)

k/(n+1)
f(t) dt , (4.2.1)

and respectively

Mnf(x) = (n + 1)

n
∑

k=0

pn,k(x)

∫ 1

0
pn,k(t)f(t) dt , (4.2.2)

where, as usual, pn,k(x) :=

(

n

k

)

xk(1 − x)n−k.

We also recall that (see, e.g., [58, p. 31] and [9, Section 5.3.7, 5.3.8])

Kn(1) = 1 , Kn(id)(x) =
2nx+ 1

2(n + 1)
, (4.2.3)

Kn(id2)(x) =
3n(n− 1)x2 + 6nx+ 1

3(n+ 1)2
,

Mn(1) = 1 , Mn(id)(x) =
nx+ 1

n+ 2
, (4.2.4)

Mn(id2)(x) =
n(n− 1)x2 + 4nx+ 2

(n+ 2)(n+ 3)
,

for every x ∈ [0, 1] and these formulas ensure the convergence of the se-
quences (Kn)n≥1 and (Mn)n≥1 to the identity operator by the classical Ko-
rovkin’s theorem (see e.g. [9, Theorem 4.2.7]).

Moreover, estimates of the convergence can be found with respect to the
classical modulus of continuity ω(f, δ) in spaces of continuous functions (see
[9, (5.3.38)–(5.3.42) and (5.3.51)–(5.3.53)])

|Knf(x) − f(x)| ≤ 2ω

(

f,

√

(n− 1)x(1 − x)

n+ 1

)

,

|Mnf(x) − f(x)| ≤ 2ω

(

f,

√

2(n− 3)x(1 − x) + 2

(n+ 2)(n + 3)

)
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which give

‖Knf(x) − f(x)‖ ≤ 2ω

(

f,
1√
n

)

, ‖Mnf(x) − f(x)‖ ≤ 2ω

(

f,
1√
n

)

for every f ∈ C([0, 1]) and with respect to the averaged modulus of smooth-

ness τ(f, δ)2 :=
(

∫ 1
0 ω(f, δ, x)2 dx

)1/2

‖Knf − f‖2 ≤ 748 τ

(

f,
1√
n+ 1

)

2

, (4.2.5)

‖Mnf − f‖2 ≤ 748 τ

(

f,
1√
n+ 1

)

2

(4.2.6)

for every f ∈ L2(0, 1).
Finally, we also recall the following Voronovskaja-type formulas

lim
n→+∞

n(Kn(f) − f) =
1

2
A(f) , (4.2.7)

lim
n→+∞

n(Mn(f) − f) = A(f) , (4.2.8)

which are satisfied for every f ∈ C2([0, 1]), where A : C2([0, 1]) → C([0, 1])
denotes the differential operator defined by

Au(x) :=
d

dx

(

x(1 − x)u′(x)
)

, u ∈ C2([0, 1]) , x ∈ [0, 1] .

Now, let V be the subspace of L2(0, 1) consisting of all linear functions
on [0, 1] and its orthogonal subspace given by

W :=

{

v ∈ L2(0, 1) |
∫ 1

0
(a+ bt) v(t) dt = 0 for every a, b ∈ R

}

;

it is easy to recognize that

W =

{

v ∈ L2(0, 1) |
∫ 1

0
v(t) dt = 0 ,

∫ 1

0
t v(t) dt = 0

}

=

{

v ∈ L2(0, 1) |
∫ 1

0
t v(t) dt = 0 ,

∫ 1

0
(1 − t) v(t) dt = 0

}

;

moreover, PV and PW denote the orthogonal projections onto the subspaces
V and respectively W .

According to the general procedure, we can define the new sequence
(Ln)n≥1 of linear operators on L2(0, 1) by setting

Lnf(x) := PV (Kn(f))(x) + PW (Mn(f))(x) , f ∈ L2(0, 1) , x ∈ [0, 1] .
(4.2.9)



98 Chapter 4: Best decomposition

In order to write a more explicit expression of the operators Ln, we
consider the orthogonal basis of V consisting of the two functions 1 and
1 − 2id.

Using (4.1.5), for every f ∈ L2(0, 1) and x ∈ [0, 1], we get

PV (Kn(f))(x) =

∫ 1

0
Knf(t) dt+

∫ 1
0 (1 − 2t)Knf(t) dt
∫ 1
0 (1 − 2t)2 dt

(1 − 2x)

= (n+ 1)

n
∑

k=0

(

n

k

)

k!(n− k)!

(n+ 1)!

∫ (k+1)/(n+1)

k/(n+1)
f(s) ds

+3(n+ 1)

n
∑

k=0

(

n

k

)(

k!(n − k)!

(n+ 1)!
− 2

(k + 1)!(n − k)!

(n+ 2)!

)

×
∫ (k+1)/(n+1)

k/(n+1)
f(s) ds (1 − 2x)

=

∫ 1

0
f(s) ds+ 3

n
∑

k=0

(

1 − 2
k + 1

n+ 2

)∫ (k+1)/(n+1)

k/(n+1)
f(s) ds (1 − 2x)

= (4 − 6x)

∫ 1

0
f(s) ds− 6

n+ 2

n
∑

k=0

(k + 1)

∫ (k+1)/(n+1)

k/(n+1)
f(s) ds (1 − 2x)

and consequently

PW (Mn(f))(x) = Mnf(x) − PV (Mn(f))(x)

= Mnf(x) −
∫ 1

0
Mnf(t) dt−

∫ 1
0 (1 − 2t)Mnf(t) dt
∫ 1
0 (1 − 2t)2 dt

(1 − 2x)

= Mnf(x) −
n
∑

k=0

∫ 1

0
pn,k(s)f(s) ds

−3
n
∑

k=0

(

1 − 2
k + 1

n+ 2

)∫ 1

0
pn,k(s) f(s) ds (1 − 2x)

= Mnf(x) −
∫ 1

0
f(s) ds− 3

n
∑

k=0

∫ 1

0
pn,k(s) f(s) ds (1 − 2x)

+
6

n+ 2

n
∑

k=0

(k + 1)

∫ 1

0
pn,k(s)f(s) ds (1 − 2x)

= Mnf(x) + (−4 + 6x)

∫ 1

0
f(s) ds+

6

n+ 2

∫ 1

0
(ns+ 1)f(s) ds (1 − 2x) .
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Hence, from (4.2.9) we obtain

Lnf(x) = Mnf(x) (4.2.10)

+
6(1 − 2x)

n+ 2

(

∫ 1

0
(ns+ 1)f(s) ds−

n
∑

k=0

(k + 1)

∫ (k+1)/(n+1)

k/(n+1)
f(s) ds

)

= Mnf(x) +
6n(1 − 2x)

n+ 2

n
∑

k=0

∫ (k+1)/(n+1)

k/(n+1)

(

s− k

n

)

f(s) ds

for every f ∈ L2(0, 1) and x ∈ [0, 1].

The convergence of (Ln)n≥1 to the identity operator on L2(0, 1) is en-
sured by (4.2.9) and the analogous properties of the sequences (Kn)n≥1 and
(Mn)n≥1.

As regards to a quantitative estimate of the convergence, again from
(4.2.9) and (4.2.5)–(4.2.6) we get, for every f ∈ L2(0, 1),

‖Lnf − f‖2 ≤ 1496 τ

(

f,
1√
n+ 1

)

2

.

We explicitly observe that

Ln1 = 1 ,

Lnid(x) =
nx+ 1

n+ 2
+

n(2x− 1)

2(n+ 1)(n + 2)
=

n

n+ 1
x+

1

2(n + 1)
,

Lnid2(x) =
n(n− 1)x2 + 4nx+ 2

(n+ 2)(n + 3)
+

n(2x− 1)

2(n + 1)(n + 2)

=
n(n− 1)

(n + 2)(n + 3)
x2 +

n(5n+ 7)

(n+ 1)(n + 2)(n + 3)
x

− n2 − n− 4

2(n + 1)(n + 2)(n + 3)
.

Moreover, the following result establishes a Voronovskaja’s formula for
the sequence (Ln)n≥1.

Theorem 4.2.1 For every f ∈ C2([0, 1]), we have

lim
n→+∞

n(Lnf(x) − f(x)) = Af(x) + 3(1 − 2x)

∫ 1

0
(1 − 2t) f(t) dt . (4.2.11)

uniformly with respect to x ∈ [0, 1].

Proof. Indeed, from (4.1.4) and (4.2.7)–(4.2.8) and using twice the inte-
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gration by parts, for every f ∈ C2([0, 1]) and x ∈ [0, 1] we have

lim
n→+∞

n(Lnf(x) − f(x)) = PV

(

1

2
Af

)

(x) + PW (Af) (x)

=
1

2

∫ 1

0

(

t(1 − t) f ′(t)
)′
dt +

3

2
(1 − 2x)

∫ 1

0
(1 − 2t)

(

t(1 − t) f ′(t)
)′
dt

+Af(x) −
∫ 1

0

(

t(1 − t) f ′(t)
)′
dt

−3(1 − 2x)

∫ 1

0
(1 − 2t)

(

t(1 − t) f ′(t)
)′
dt

= Af(x) − 3(1 − 2x)

∫ 1

0
t(1 − t) f ′(t) dt

= Af(x) + 3(1 − 2x)

∫ 1

0
(1 − 2t) f(t) dt

and this completes the proof. �

Finally, we observe that the differential operatorB : C2([0, 1]) → C([0, 1])
defined by

Bu(x) := Au(x)+3(1−2x)

∫ 1

0
(1−2t)u(t) dt , u ∈ C2([0, 1]) , x ∈ [0, 1] ,

may be considered as a bounded perturbation of the operator A since

∫ 1

0

(

3(1 − 2x)

∫ 1

0
(1 − 2t)u(t) dt

)2

dx ≤ 9

(∫ 1

0
u(t) dt

)2

≤ 9‖u‖2
2 ;

hence A−B is bounded and ‖A−B‖ ≤ 3.
It is well-known that the closure (A,D(A)) of (A,C2([0, 1])) is defined on

the domain

D(A) := {f ∈ L2(0, 1) | f is locally absolutely continuous in ]0, 1[

and x(1 − x) f ′(x) ∈W 1,2
0 (0, 1)} ,

and generates a C0-semigroup (T (t))t≥0 of contraction on L2(0, 1) which is
analytic (with angle π/2) and immediately compact (see e.g. [1, Theorem
2.3]). From the classical perturbation theory of C0-semigroup (see e.g. [48,
Section III.1] or also [64, Section 3.1]) we conclude that also (B,D(A))
generates an analytic C0-semigroup (S(t))t≥0 on L2(0, 1) with angle π/2 on
the same domain D(A). From this it also follows that C2([0, 1]) is a core for
(B,D(A)) and further

‖S(t)‖ ≤ e‖A−B‖t‖T (t)‖ ≤ e3t . (4.2.12)

Moreover, in connection with the operators Ln we have the following
representation of the semigroup (S(t))t≥0.
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Theorem 4.2.2 For every t ≥ 0 and for every sequence (k(n))n≥1 of posi-
tive integers satisfying limn→+∞ k(n)/n = t, we have

lim
n→+∞

Lk(n)
n = S(t) strongly on L2(0, 1) . (4.2.13)

Proof. Since (B,D(A)) generates a C0-semigroup in L2(0, 1) with growth
bound ≤ 3, the range of λ − B coincides with L2(0, 1) for every λ > 3.
Moreover, for every n ≥ 1 we have

‖Ln(f) −Mn(f)‖2
2 ≤ 36

(

n
∑

k=0

∫ (k+1)/(n+1)

k/(n+1)

(

s− k

n

)

f(s) ds

)2

≤ 36

(n+ 1)2

(
∫ 1

0
f(s) ds

)2

≤ 36

(n+ 1)2
‖f‖2

2

and consequently ‖Ln‖ ≤ ‖Mn‖ + 6/(n + 1) ≤ 1 + 6/(n + 1) which yields,
for every k ≥ 1,

‖Lk
n‖ ≤

(

1 +
6

n+ 1

)k

=

((

1 +
6

n+ 1

)n)k/n

≤ e6k/n .

Hence, the stability condition in Trotter’s Theorem II.1.1 is satisfied and its
application yields completely the proof. �

The preceding result ensures the possibility of approximating the solu-
tions of the evolution problem















∂u

∂t
(t, x) =

∂u

∂x

(

x(1 − x)
∂u

∂x
(t, x)

)

+ 3(1 − 2x)

∫ 1

0
(1 − 2s)u(t, s) ds ,

t ≥ 0 , x ∈ [0, 1] ,
u(0, x) = u0(x) , u0 ∈ L2(0, 1) ,

(4.2.14)
using iterates of the operators Ln applied to the initial condition; namely,
for every t ≥ 0 and x ∈ [0, 1] we have

u(x, t) = S(t)u0(x) = lim
n→+∞

L[nt]
n u0(x) ,

in the norm L2 with respect to x ∈ [0, 1] and uniformly in compact intervals
with respect to t ≥ 0.

Quantitative estimates of the above convergence formulas can be obtained
on suitable subspaces using the results in Chapter 1, provided that we have
a quantitative versions of (4.2.7) and (4.2.8); for the sake of brevity we state
it only for Bernstein-Durrmeyer operators, since the same methods can be
applied to obtain a similar estimate for Bernstein-Kantorovich operators.

Lemma 4.2.3 We have
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1. Mn1(x) − 1 = 0 ,

2. Mn(id − x)(x) =

(

nx+ 1

n+ 2
− x

)

,

3. Mn((id − x)2)(x) =

(

n(n− 1)x2 + 4nx+ 2

(n+ 2)(n + 3)
− 2x

nx+ 1

n+ 2
+ x2

)

,

4. |Mn((id − x)4)(x)| ≤ C

n2
.

Proof. The statements 1 , 2 and 3 follow easily from (4.2.4).
Now a straightforward calculus gives, for every m ≥ 1,

Mn(idm)(x) = (n+ 1)

n
∑

k=0

pn,k(x)

∫ 1

0

(

n

k

)

tk(1 − t)n−ktm dt

= (n+ 1)

n
∑

k=0

pn,k(x)

(

n

k

)

β(k +m+ 1, n − k + 1)

=

n
∑

k=0

pn,k(x)
(k + 1) · · · (k +m)

(n + 2) · · · (n+m+ 1)
,

where β(x, y) :=
∫ 1
0 t

x−1(1−t)y−1 dt is the Euler’s beta function. So we have

Mn(id3)(x) =
n
∑

k=0

pn,k(x)
(k + 1)(k + 2)(k + 3)

(n + 2)(n + 3)(n + 4)

=
n3Bn(id3)(x) + 6n2Bn(id2)(x) + 11nBn(id)(x) + 6

(n+ 2)(n + 3)(n + 4)

=
nx(1 + 3x(n− 1) + x2(n − 1)(n − 2)) + 6nx(1 + x(n − 1)) + 11nx+ 6

(n+ 2)(n + 3)(n + 4)

and

Mn(id4)(x) =
n
∑

k=0

pn,k(x)
(k + 1)(k + 2)(k + 3)(k + 4)

(n + 2)(n + 3)(n + 4)(n + 5)

=
n4Bn(id4)(x) + 10n3Bn(id3)(x) + 35n2Bn(id2)(x) + 50nBn(id)(x) + 24

(n+ 2)(n + 3)(n + 4)(n + 5)

=
1

(n+ 2)(n + 3)(n + 4)(n + 5)
×

×
[

nx(1 + 7x(n − 1) + 6x2(n− 1)(n − 2) + x3(n− 1)(n − 2)(n − 3))+

10nx(1 + 3x(n− 1) + x2(n− 1)(n − 2)) + 35nx(1 + x(n− 1)) + 50nx+ 24
]
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and consequently, using (4.2.4) we obtain

Mn((id − x)4)(x)

= Mn(id4)(x) − 4xMn(id3)(x) + 6x2Mn(id2)(x) − 4x3Mn(id)(x) + x4

= x4
(

1 − 4n

n+ 2
+

6n(n − 1)

(n+ 2)(n + 3)
− 4n(n− 1)(n − 2)

(n+ 2)(n + 3)(n+ 4)

+
n(n− 1)(n − 2)(n − 3)

(n+ 2)(n + 3)(n + 4)(n + 5)

)

+ x3
(

− 4

n+ 2
+

24n

(n+ 2)(n + 3)

− 36n(n− 1)

(n+ 2)(n + 3)(n + 4)
+

16n(n − 1)(n − 2)

(n+ 2)(n + 3)(n + 4)(n + 5)

)

+x2
( 12

(n+ 2)(n + 3)
− 72n

(n+ 2)(n + 3)(n + 4)

+
72n(n− 1)

(n+ 2)(n + 3)(n + 4)(n + 5)

)

+ x
( 24

(n+ 2)(n + 3)(n + 4)

+
96

(n+ 2)(n + 3)(n + 4)(n + 5)

)

+
24

(n+ 2)(n + 3)(n + 4)(n + 5)

=
12n2

(n+ 2)(n+ 3)(n + 4)(n + 5)
x2(1 − x)2 + o

(

1

n2

)

≤ 3

4n2
+
C1

n3
≤ C

n2
.

�

Proposition 4.2.4 Let 0 < α ≤ 1; then there exist C1, C2 > 0 such that,
for every f ∈ C2,α([0, 1])

‖n(Mn(f) − f) −Af‖ ≤ C
Mf

nα/2
,

where Mf is the seminorm defined by

Mf := ‖f ′‖ + ‖f ′′‖ + Lf ′′ (4.2.15)

Proof. Let f ∈ C2,α(R) and let AMn be the operator defined by (2.2.2)
taking L = Mn. From Lemma 4.2.3 we get

AMnf(x) = f ′(x)Mn(id − x)(x) +
1

2
f ′′(x)Mn

(

(id − x)2
)

(x)

= f ′(x)

(

nx+ 1

n+ 2
− x

)

+ f ′′(x)
1

2

(

n(n− 1)x2 + 4nx+ 2

(n+ 2)(n + 3)
− 2x

nx+ 1

n+ 2
+ x2

)

.

Consequently, we have

|n(Mnf(x) − f(x)) −Af(x)| (4.2.16)

≤ |n(Lnf(x) − f(x) −AMnf(x)| + |nAMnf(x) −Af(x)| .
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In regard to the first term in (4.2.16) we use Theorem 1.1.2 and taking into
account Lemma 4.2.3, we obtain the existence of C1, C2 > 0 such that

Mn

(

(id − x)2
)

(x) ≤ C1

n
, Mn

(

(id − x)4
)

(x) ≤ C2

n2
.

Thus

|n (Lnf(x) − f(x) −AMnf(x)) | ≤ n
Lf ′′

2

(

C1

n

)α/2(C2
1

n2
+
C2

n2

)1/2

.

As regards the second term in (4.2.16) we have

nAMnf(x) −Af(x)

= f ′(x)n

(

nx+ 1

n+ 2
− x

)

+ f ′′(x)
n

2

(

n(n− 1)x2 + 4nx+ 2

(n+ 2)(n + 3)
− 2x

nx+ 1

n+ 2
+ x2

)

− (1 − 2x)f ′(x) − x(1 − x)f ′′(x)

= f ′(x)2
2x − 1

n+ 1
+ f ′′(x)

n(8x2 − 8x+ 1) − 6x(1 − x)

(n+ 2)(n + 3)
,

and this yields

‖nAMnf −Af‖ ≤ 16

n
‖f ′′‖ +

6

n
‖f ′‖ .

Finally collecting the above inequalities we obtain

|n(Mnf(x) − f(x)) −Af(x)|

≤ n
Lf ′′

2

(

C1

n

)α/2(C2
1

n2
+
C2

n2

)1/2

+
16

n
‖f ′′‖ +

6

n
‖f ′‖

≤ C
Mf

nα/2
,

where Mf is the seminorm defined by (4.2.15). �

A similar estimate holds for Bernstein-Kantorovich operators (with dif-
ferent constants) and the same estimates continue to hold for both operators
with respect to the L2-norm.

Hence, for every f ∈ C2,α([0, 1]) and n ≥ 1, we have

‖n(Ln(f) − f) −Bf‖w ≤ ψn(f) , ‖n(Ln(f) − f)‖w ≤ ϕn(f) , (4.2.17)

where

ψn(f) := C
Mf

nα/2
, ϕn(f) := ‖B(f)‖w + C

Mf

nα/2
.

From (4.2.12) the growth bound of the semigroup (S(t))t≥0 is less or equal
than 3 (and constant M = 1) and therefore, applying Theorem 1.1.2, we
obtain the following result.
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Proposition 4.2.5 For every t ≥ 0, (k(n))n≥1 sequence of positive integers
and f ∈ C2,α([0, 1]), we have

∥

∥

∥
Lk(n)

n u− S(t)u
∥

∥

∥

w
≤ t exp(3 e3/n t)ψn(u) (4.2.18)

+

(

exp(3 e3/n tn)

∣

∣

∣

∣

k(n)

n
− t

∣

∣

∣

∣

+

√

2

π
e3 k(n)/n

√

k(n)

n

+
3

n

k(n)

n
exp

(

3 e3/n k(n)

n

))

ϕn(u) ,

where tn := sup{t, k(n)/n} .

In particular, if we take k(n) = [nt], we obviously have tn = t and
∣

∣

∣

[nt]
n − t

∣

∣

∣ = nt
n − [nt]

n ≤ 1
n . Hence (4.2.18) yields

∥

∥

∥Lk(n)
n u− S(t)u

∥

∥

∥

2
≤ t exp(3 e3/n t)ψn(u) (4.2.19)

+
1√
n

(

exp(3 e3/n t)√
n

+

√

2t

π
e3 t +

3 t√
n

exp
(

3 e3/n t
)

)

ϕn(u) .

Of course the definition of (Ln)n≥1 depends also on the decomposition
of the space L2(0, 1). Using different decompositions, we can describe the
solution of different evolution problems in terms of iterates of suitable op-
erators.

A different interesting example can be performed using the one-dimensional
subspace X generated by the function id(1− id) and its orthogonal subspace
Y given by

Y :=

{

v ∈ L2(0, 1) |
∫ 1

0
t(1 − t) v(t) dt = 0

}

.

Taking the same sequences as before in this case we obtain the operator
(Qn)n≥1 of linear operators on L2(0, 1) by setting

Qnf(x) := PX(Kn(f))(x) + PY (Mn(f))(x) , f ∈ L2(0, 1) , x ∈ [0, 1] .
(4.2.20)

Similarly to the preceding case, from (4.1.6) we obtain, for every f ∈
L2(0, 1) and x ∈ [0, 1],

PX(Kn(f))(x) =

∫ 1
0 t(1 − t)Knf(t) dt
∫ 1
0 t

2(1 − t)2 dt
x(1 − x)

= 30(n + 1)

n
∑

k=0

(

n

k

)

(k + 1)!(n − k + 1)!

(n+ 3)!

∫ (k+1)/(n+1)

k/(n+1)
f(s) ds x(1 − x)

=
30

(n+ 2)(n+ 3)

n
∑

k=0

(k + 1)(n − k + 1)

∫ (k+1)/(n+1)

k/(n+1)
f(s) ds x(1 − x)
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and consequently

PY (Mn(f))(x) = Mnf(x) − PX(Mn(f))(x)

= Mnf(x) − 30

∫ 1

0
t(1 − t)Mnf(t) dt x(1 − x)

= Mnf(x) − 30

(n+ 2)(n + 3)

×
n
∑

k=0

(k + 1)(n − k + 1)

∫ 1

0

(

n

k

)

sk(1 − s)n−kf(s) ds x(1 − x) .

Hence, from (4.2.20),

Qnf(x) = Mnf(x) − 30

(n+ 2)(n + 3)

n
∑

k=0

(k + 1)(n − k + 1) (4.2.21)

×
(

∫ 1

0

(

n

k

)

sk(1 − s)n−kf(s) ds−
∫ (k+1)/(n+1)

k/(n+1)
f(s) ds

)

x(1 − x)

for every f ∈ L2(0, 1) and x ∈ [0, 1].

Clearly, the sequence (Qn)n≥1 converges to the identity operator on
L2(0, 1) and a quantitative estimate of the convergence can be obtained
as before from (4.2.20) and (4.2.5)–(4.2.6).

A Voronovskaja’s formula for the sequence (Qn)n≥1 can be also estab-
lished using the same arguments of Theorem 4.2.1 and yields, for every
f ∈ C2([0, 1])

lim
n→+∞

n(Lnf(x) − f(x)) = Af(x) − 15x(1 − x)

∫ 1

0
(6t2 − 6t+ 1) f(t) dt .

(4.2.22)
uniformly with respect to x ∈ [0, 1].

Finally, the differential operator arising from the (4.2.22) is again a
bounded perturbation of the operator A and consequently its closure gen-
erates an analytic C0-semigroup (Q(t))t≥0 in L2(0, 1) with angle π/2 on the
same domain D(A). The semigroup (Q(t))t≥0 can be represented as

lim
n→+∞

Qk(n)
n = Q(t) strongly on L2(0, 1) .

whenever t ≥ 0 and (k(n))n≥1 is a sequence of positive integers satisfying
limn→+∞ k(n)/n = t.

Hence, even in this case we have the possibility of approximating the
solutions of the associated evolution problem using iterates of the operators
Qn evaluated at the initial point.
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Remark 4.2.6 It is worthwhile mentioning that if we consider the identity
operator in place of one of the preceding sequences we obtain the operators
considered in [31] in connection with a best approximation property with
respect to a linear operator.

Hence, the problem considered in [31] in the one-dimensional setting can
be completely framed in the more general setting considered here.

In the following section we give an example of such situation by consid-
ering the case of convolution operators. �
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4.3 Best perturbation of Jackson convolution op-

erators

In this section we consider a perturbation of the classical Jackson convolu-
tion operators obtained by imposing a best approximation property on the
subspace of all trigonometric polynomials having degree less or equal to 2.
Since the treatment of this case is very similar to the preceding one, we shall
omit several details and we shall only describe the main steps.

We consider the space L2
2π of all real 2π-periodic functions which are

square summable on the interval [−π, π] endowed with the usual scalar prod-
uct

〈f, g〉2π :=
1

2π

∫ π

−π
f(x)g(x) dx , f, g ∈ L2

2π .

For every n ≥ 1, we recall that the n-th Jackson operator Jn : L2
2π → L2

2π

is defined by setting, for every f ∈ L2
2π and x ∈ R,

Jnf(x) :=
3

2πn(2n2 + 1)

∫ π

−π
f(x− t)

sin4 n t/2

sin4 t/2
dt . (4.3.1)

It is well-known that Jn(f) is a trigonometric polynomial of degree 2n−2
and the following estimate is satisfied for every f ∈ L2

2π (see [63, pp. 79–84],
[21, p. 60] and also [9, (5.4.45)])

‖Jn(f) − f‖2π ≤ (1 + π) ω(2)

(

f,
1

n+ 1

)

,

where ω(2)(f, δ) := sup|h|≤δ ‖f(· + h) − f‖2π.

We consider the subspace V of L2
2π generated by the trigonometric poly-

nomials with degree less or equal to 2 and its orthogonal subspace W . If PV

and PW denote the orthogonal projection onto the subspaces V and respec-
tively W , we can define the sequence (Hn)n≥1 of linear operators on L2

2π by
setting

Hnf := PV (f) +PW (Jn(f)) = Jn(f) +PV (f − Jn(f)) , f ∈ L2
2π . (4.3.2)

Taking into account that Jackson convolution operators preserve the
trigonometric polynomials having degree less or equal to 1, from (4.1.5)
we get, for every f ∈ L2

2π and x ∈ R,

Hnf(x) = Jnf(x) − cos 2x

π

∫ π

−π
(Jnf(t) − f(t)) cos 2t dt (4.3.3)

−sin 2x

π

∫ π

−π
(Jnf(t) − f(t)) sin 2t dt

for every f ∈ L2
2π and x ∈ R.
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It is clear from (4.3.3) that (Hn)n∈N converges to the identity operator
on L2

2π; moreover, for every f ∈ L2
2π,

‖Hnf − f‖2π ≤ (1 + π) ω(2)

(

f,
1

n+ 1

)

since

Hnf − f = PV (f) + PW (Jn(f)) − (PV (f) + PW (f)) = PW (Jn(f) − f) .

Since the Jackson convolution operators preserves the trigonometric poly-
nomials of degree less or equal to 1, the same happens for the operators Hn;
moreover, by definition Hn also preserves all trigonometric polynomials hav-
ing degree less or equal to 2.

Finally, we recall that Jackson convolution operators satisfy the following
Voronovskaja-type formula, for every f ∈ C1

2π

lim
n→+∞

n(Jn(f) − f) =

√
3

2
π f ′ , (4.3.4)

(see also [21] and [9, 365–369 and 357]).
Consequently, the operators Hn satisfy the following Voronovskaja-type

formula, for every f ∈ C1
2π,

lim
n→+∞

n(Hn(f) − f)

=

√
3

2
π

(

f ′ − cos 2id

π

∫ π

−π
f ′(t) cos 2t dt − sin 2id

π

∫ π

−π
f ′(t) sin 2t dt

)

=

√
3

2
π f ′ −

√
3 cos 2id

∫ π

−π
f(t) sin 2t dt+

√
3 sin 2id

∫ π

−π
f(t) cos 2t dt

In this case, if we denote by C the differential operator arising from the
preceding Voronovskaja’s formula, we can also point out that the closure of
(C2, C1(R)) generates a cosine function (C(t))t∈R on L2

2π and every C(t) is
the strong limit of iterates of the operators Hn (see [35, Theorem 1.2] or
Chapter 5 for more details).





Chapter 5

Quantitative approximation

of cosine functions

In the preceding chapters we have studied the possibility of approximating
the solutions of a suitable parabolic problems using semigroup’s theory. A
similar approach can be used for the representation of the solutions of suit-
able hyperbolic problems using the generation of a cosine function (see [50]
and [68] for more details on this approach).

Here we are interested to a cosine version of Trotter’s theorem on the ap-
proximation of C0-semigroups and we give a general quantitative estimate of
the convergence of the iterates of a sequence of trigonometric polynomials.
Moreover we introduce some suitable sequences of linear operators approx-
imating the resolvent operators associated with the generator of the cosine
functions. Some applications to particular sequences of classical trigonomet-
ric polynomials are also furnished.

The results in this chapter are collected in [43].

5.1 Approximation processes for cosine functions

First, we establish a cosine version of Trotter’s approximation theorem [70,
Theorem 5.3] and provide a quantitative estimate of the convergence. A
partial result on the generation of cosine functions is also stated in [35,
Theorem 1.2] without quantitative estimates.

Theorem 5.1.1 Let E be a Banach space, let (Ln)n∈N and (Mn)n∈N be two
sequences of linear operators from E in itself and assume that there exists
M ≥ 1 and ω ≥ 0 such that

‖Lk
n‖ ≤M eω k/n , ‖Mk

n‖ ≤M eω k/n , n, k ≥ 1 . (5.1.1)

Moreover, assume that D is a dense subspace of E such that, for every



112 Chapter 5: Quantitative approximation of cosine functions

u ∈ D and n ≥ 1, we have

‖n(Lnu− u)‖ ≤ ϕn(u) , ‖n(Mnu− u)‖ ≤ ϕn(u) , (5.1.2)

and the following estimates of the Voronovskaja-type formula hold

‖n(Lnu− u) −Au‖ ≤ ψn(u) , ‖n(Mnu− u) +Au‖ ≤ ψn(u) , (5.1.3)

where A : D → E is a linear operator on E and ϕn, ψn : D → [0,+∞[ are
seminorms on the subspace D such that limn→∞ ψn(u) = 0 for every u ∈ D.

If (λ − A)(D) is dense in E for some λ > ω, then the square A2 of the
closure of (A,D) generates a cosine function (C(t))t∈R in E and, for every
t ≥ 0,

C(t) =
1

2
lim

n→∞

(

Lk(n)
n +Mk(n)

n

)

, (5.1.4)

where (k(n)n)n∈N is a sequence of positive integers such that limn→+∞ k(n)/n =
t (in particular, we can take k(n) = [n t]). Consequently, for every t ∈ R,
we have ‖C(t)‖ ≤M eω |t|.

Moreover, for every t ≥ 0 and for every increasing sequence (k(n))n≥1 of
positive integers and u ∈ D, we have

∥

∥

∥

∥

C(t)u− 1

2

(

Lk(n)
n u+Mk(n)

n u
)

∥

∥

∥

∥

≤M2 t exp(ω eω/n t)ψn(u) (5.1.5)

+M

(

exp(ω eω/n tn)

∣

∣

∣

∣

k(n)

n
− t

∣

∣

∣

∣

+

√

2

π
eω k(n)/n

√

k(n)

n

+
ω

n

k(n)

n
exp

(

ω eω/n k(n)

n

))

ϕn(u)

where tn := sup{t, k(n)/n}.

Proof. From the classical Trotter’s Theorem II.1.1 it follows that the clo-
sure of the operators A and −A generate a C0-semigroup (T+(t))t≥0 and
respectively (T−(t))t≥0 in E. Consequently, the closure of A generates a
C0-group (G(t))t∈R in E and, for every t ≥ 0,

G(t) = T+(t) , G(−t) = T−(t) .

Moreover, again from Trotter’s Theorem, we obtain the representation of the
group (G(t))t∈R in terms of iterates of the operators Ln and Mn; indeed, for
every t ≥ 0 and for every sequence (k(n)n)n∈N of positive integers such that
limn→+∞ k(n)/n = t, we have

G(t) = lim
n→+∞

Lk(n)
n , G(−t) = lim

n→+∞
Mk(n)

n .

Consequently, it follows that the square of the closure of (A,D) generates
a cosine function (C(t))t∈R in E (see [17, Example 3.14.15, p. 217]) and,
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for every t ∈ R, C(t) = (G(t) +G(−t))/2. Hence the representation of the
cosine function is a consequence of the representation of (G(t))t∈R and the
estimate ‖C(|t|)‖ ≤M eω t follows from (5.1.1) and (5.1.4).

Finally, we show the validity of (5.1.5).

Let t ≥ 0, (k(n))n≥1 an increasing sequence of positive integers and
u ∈ D. From Theorem 1.1.2 we get

∥

∥

∥
T+(t)u− Lk(n)

n u
∥

∥

∥
≤M2 t exp(ω eω/n t)ψn(u)

+M

(

exp(ω eω/n tn)

∣

∣

∣

∣

k(n)

n
− t

∣

∣

∣

∣

+

√

2

π
eω k(n)/n

√

k(n)

n

+
ω

n

k(n)

n
exp

(

ω eω/n k(n)

n

))

ϕn(u)

and
∥

∥

∥T−(t)u−Mk(n)
n u

∥

∥

∥ ≤M2 t exp(ω eω/n t)ψn(u)

+M

(

exp(ω eω/n tn)

∣

∣

∣

∣

k(n)

n
− t

∣

∣

∣

∣

+

√

2

π
eω k(n)/n

√

k(n)

n

+
ω

n

k(n)

n
exp

(

ω eω/n k(n)

n

))

ϕn(u) .

Taking into account that

∥

∥

∥

∥

C(t)u− 1

2

(

Lk(n)
n u+Mk(n)

n u
)

∥

∥

∥

∥

=
1

2

∥

∥

∥
T+(t)u+ T−(t)u− Lk(n)

n u−Mk(n)
n u

∥

∥

∥

≤ 1

2

(∥

∥

∥T+(t)u− Lk(n)
n u

∥

∥

∥+
∥

∥

∥T−(t)u−Mk(n)
n u

∥

∥

∥

)

from the preceding inequalities the proof is completed. �

Remark 5.1.2 In many applications it is natural to consider the sequence
k(n) = [nt] for which tn = t and |[nt]/n − t| = nt/n− [nt]/n ≤ 1/n. Hence
estimate (5.1.5) yields

∥

∥

∥

∥

C(t)u− 1

2

(

L[nt]
n u+M [nt]

n u
)

∥

∥

∥

∥

≤M2 t exp(ω eω/n t)ψn(u) (5.1.6)

+
M√
n

(

exp(ω eω/n t)√
n

+

√

2t

π
eω t +

ω t√
n

exp
(

ω eω/n t
)

)

ϕn(u) .

�
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From the classical theory of the cosine functions (see [68] and [50, Chapter
II] for more details) we have that the unique solution of the following second-
order Cauchy problem



















∂2

∂t2
u(t, x) = A2u(t, x) , t ∈ R ;

u(0, x) = u0(x) , x ∈ R ;
∂

∂t
u(t, x)|t=0 = u1(x) , x ∈ R ,

(5.1.7)

with u0, u1 ∈ D, is given by

u(t, x) = C(t)u0(x) +

∫ t

0
C(v)u1(x) dv (5.1.8)

=
1

2
lim

n→∞

(

L[n t]
n u0 +M [n t]

n u0 +

∫ t

0

(

L[n v]
n u1 +M [n v]

n u1

)

dv

)

,

for every t ∈ R and x ∈ R (observe that the sequences (L
[n v]
n u1)n≥1 and

(M
[n v]
n u1)n≥1 are equibounded for v ∈ [0, t] and this makes possible to apply

the Lebesgue dominated convergence theorem).

Remark 5.1.3 Observe that if (5.1.2) and (5.1.3) hold in a dense subspaces
of D, we obtain the validity of (5.1.5) in the same subspace, provided that
a quantitative Voronovskaja’s formula is satisfied on the larger subspace D.
�
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5.2 Quantitative estimate of the resolvent

The next result is concerned with the approximation of the resolvent opera-
tor of the generator A2, which will be denoted by R(λ2, A2) for every λ ∈ C

such that Reλ > ω.
For the sake of simplicity we shall assume that E is a complex Banach

space, otherwise we can replace it with its complexification.
We recall that (see [50, p. 30])

R(λ2, A2)u :=
1

λ

∫ +∞

0
e−λ tC(t)u dt , u ∈ E . (5.2.1)

Hence, for every n ≥ 1 we can define the linear operator Rλ,n : E → E
as follows

Rλ,nu :=
1

2λ

∫ +∞

0
e−λ t

(

L[n t]
n u+M [n t]

n u
)

dt , u ∈ E .

We have the following quantitative estimate on the approximation of the
resolvent operator.

Theorem 5.2.1 Consider the same assumptions of Theorem 5.1.1. Then
for every n ≥ 1, λ ∈ C such that Reλ > ω eω/n and u ∈ D, we have

‖R(λ2, A2)u−Rλ,nu‖ ≤ M2

Reλ(Reλ− ω eω/n)2
ψn(u) (5.2.2)

+
M

Reλ
√
n

(

1√
n (Reλ− ω eω/n)

+
1√

2 (Reλ− ω)3/2
+

ω√
n (Reλ− ω eω/n)2

)

ϕn(u) .

In particular, the sequence (Rλ,n)n≥1 strongly converges to R(λ2, A2).

Proof. As in the proof of Theorem 5.1.1, consider the C0-semigroup
(T+(t))t≥0 generated by the closure of A and the C0-semigroup (T−(t))t≥0

generated by he closure of −A and denote by R(λ,A) and R(λ,−A) their
resolvent operators which satisfy, for every u ∈ E and λ ∈ C such that
Reλ > ω,

R(λ,A)u =

∫ +∞

0
e−λ tT+(t)u dt , R(λ,−A)u =

∫ +∞

0
e−λ tT−(t)u dt ,

moreover

R(λ2, A2) =
1

λ

∫ ∞

0
e−λt 1

2
(T+(t) + T−(t)) =

1

2λ
(R(λ,A) +R(λ,−A)) .

(5.2.3)
Then, we can apply Theorem 1.2.1 to the resolvent operators R(λ,A)

and R(λ,−A) and taking into account the definition of the operators Rλ,n

we obtain completely the proof. �
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5.3 Approximation processes for resolvent opera-

tors

In this section we introduce some sequences of linear operators which ap-
proximate the resolvent operators associated with the generator of a cosine
function. The main aim is the possibility of describing the resolvent opera-
tors in terms of classical convolution approximation processes.

Let (an)n≥1 be a sequence of positive integers tending to +∞ and for
every n ≥ 1 consider the linear operator Pλ,an,n : E → E defined by

Pλ,an,nu :=
1

2λn

an
∑

k=0

e−λk/n(Lk
nu+Mk

nu) , u ∈ E . (5.3.1)

Theorem 5.3.1 If the sequence (an)n≥1 satisfies

lim
n→+∞

an

n
= +∞ , (5.3.2)

then limn→+∞ Pλ,an,nu = R(λ2, A2)u for every u ∈ E.

Proof. First, we observe that the closure of (A,D) generates a C0-semigroup

(T+(t))t≥0 in E satisfying ‖T+(t)‖ ≤ M eωt and limn→+∞L
[nt]
n = T+(t)

strongly on E for every t ≥ 0; analogously the closure of (−A,D) gen-
erates a C0-semigroup (T−(t))t≥0 in E satisfying ‖T−(t)‖ ≤ M eωt and

limn→+∞M
[nt]
n = T−(t) strongly on E (see Theorem II.1.1).

Since Reλ > ω we have
∥

∥e−λ/nLn

∥

∥ ≤ Me−(Re λ−ω)/n and
∥

∥e−λ/nMn

∥

∥ ≤
Me−(Re λ−ω)/n and consequently ‖Pλ,an,n‖ ≤M/

(

Reλ(1 − e−(Re λ−ω))
)

.
This shows that (Pλ,an,n)n≥1 is equibounded and we can establish the con-
vergence property on the dense subspace D. Let u ∈ D; we have

∥

∥Pλ,an,nu−R(λ2, A2)u
∥

∥ ≤ ‖Pλ,an,nu−Rλ,nu‖ +
∥

∥Rλ,nu−R(λ2, A2)u
∥

∥ .
(5.3.3)

The second term converges to zero from Theorem 5.2.1. As regards to the
first term we preliminary observe that

Rλ,nu =
1

2λn

∞
∑

k=0

e−λk/n 1 − eλ/n

λ/n

(

Lk
n +Mk

n

)

,
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since Lk
n and Mk

n are constant on each interval [k/n, (k + 1)/n[. Hence

‖Pλ,an,nu−Rλ,nu‖ (5.3.4)

=

∥

∥

∥

∥

1

2λn

×
(

an
∑

k=0

e−λk/n(Lk
nu+Mk

nu) −
∞
∑

k=0

e−λk/n 1 − e−λ/n

λ/n
(Lk

nu+Mk
nu)

)∥

∥

∥

∥

∥

≤ M

Reλn
‖u‖

+∞
∑

k=an+1

e−(Re λ−ω)k/n

+
M

Reλn
‖u‖

∣

∣

∣

∣

∣

1 − 1 − e−λ/n

λ/n

∣

∣

∣

∣

∣

+∞
∑

k=0

e−(Re λ−ω)k/n

≤ M

Reλn
(

1 − e−(Re λ−ω)/n
) ‖u‖

×
(

e−(Re λ−ω)(an+1)/n +

∣

∣

∣

∣

∣

1 − 1 − e−λ/n

λ/n

∣

∣

∣

∣

∣

)

;

since limn→+∞ n
(

1 − e−(Re λ−ω)/n
)

= Reλ − ω, the assumption (5.3.2) en-
sures that the first term in (5.3.3) tends to 0. �

Our next aim is to provide a quantitative estimate of the convergence in
Theorem 5.3.1.

Theorem 5.3.2 Assume that (5.1.2) and (5.1.3) hold.
Then, for every n > ω/ log(Reλ/ω) (take n ≥ 1 if ω = 0) and u ∈ D, we

have

‖Pλ,an,nu−R(λ2, A2)u‖ ≤ M2

Reλ(Reλ− ω eω/n)2
ψn(u)

+
M

Reλ
√
n

(

1√
n (Reλ− ω eω/n)

+
1√

2 (Reλ− ω)3/2
+

ω√
n (Reλ− ω eω/n)2

)

ϕn(u)

+
M
(

e−(Re λ−ω)an/n + |λ|3/2

n |Re
√

λ|

)

Reλ(Reλ− ω)
(

1 − Re λ−ω
n

) ‖u‖ . (5.3.5)

Proof. We estimate the two terms at the righthand side of (5.3.3). The
estimate of the second term is provided by Theorem 5.2.1 and we have only
to estimate the first term.

To this end, we use (1.2.11) and (1.2.12)
∣

∣

∣

∣

∣

1 − 1 − e−λ/n

λ/n

∣

∣

∣

∣

∣

≤ |λ|3/2

n
∣

∣

∣
Re

√
λ
∣

∣

∣

,
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1

n
(

1 − e−(Re λ−ω)/n
) ≤ 1

(Reλ− ω) (1 − (Reλ− ω)/n)
,

and from (5.3.4) we get the following estimate of the first term in (5.3.3)

‖Pλ,an,nu−Rλ,nu‖ ≤
M
(

e−(Re λ−ω)an/n + |λ|3/2

n |Re
√

λ|

)

Reλ(Reλ− ω) (1 − (Reλ− ω)/n)
‖u‖ , (5.3.6)

which completes the proof of (5.3.5). �

Taking an ≥ [n log n/Reλ], estimate (5.3.5) becomes

‖Pλ,an,nu−R(λ,A)u‖ ≤ C1(λ)ψn(u) +
C2(λ)√

n
ϕn(u) +

C3(λ)

n
‖u‖ , (5.3.7)

for every ω ≥ 0, u ∈ D and n > ω/ log(Reλ/ω), where Ci(λ), i = 1, 2, 3, are
suitable constants depending only on λ.



5.4 Applications to Rogosinski operators 119

5.4 Applications to Rogosinski operators

Denote by C2π the space of all 2π-periodic continuous real functions on R

and put Π := {π + 2kπ | k ∈ Z}. Moreover, let a ∈ C2π ∩ C1(R \ Π) be
such that a 6= 0 in ]− π, π[ and consider the first-order differential operator
(A,D(A)) defined by

Au := au′, u ∈ D(A) :=
{

u ∈ C2π ∩C1(R \ Π) | Au ∈ C2π

}

.

In order to consider the generation of cosine functions, we also consider
the operator A2 on the following domain

D(A2) :=
{

u ∈ C2π ∩C2(] − π, π[) | a(au′)′ ∈ C2π

}

.

It is well-known (see e.g. [35, Theorem 1.1]) that (A2,D(A2)) generates
a cosine functions (C(t))t≥0 in C2π if and only if

1

a
∈ L1(−π, 0) , 1

a
∈ L1(0, π) (5.4.1)

or alternatively
1

a
/∈ L1(−π, 0) , 1

a
/∈ L1(0, π) . (5.4.2)

Now, we consider the Rogosinski kernel defined by setting, for every n ∈ N

and x ∈ R,

rn(x) := 1 + 2
n
∑

k=1

cos

(

kπ

2n + 1

)

cos(kx) ,

and the corresponding n-th Rogosinski operator Rn : C2π → C2π given by

Rnf(x) =
1

2π

∫ π

−π
f(x− v)rn(v) dv , f ∈ C2π , x ∈ R .

The n-th generalized Rogosinski operator Ra,n : C2π → C2π introduced
in [35] is defined by putting

Ra,nf(x) = Rnf

(

x+
2π

2n+ 1
a(x)

)

, f ∈ C2π , x ∈ R .

From [35, Theorem 2.1] the sequence (‖Ra,n‖)n∈N is equibounded and
moreover ‖Rk

a,n‖ ≤ 2π for every n, k ≥ 1. Further, there exists a positive
constant C > 0 such that

‖Ra,nf − f‖ ≤ C ω

(

f ;
1

n

)

, f ∈ C2π . (5.4.3)

Our next aim is to establish a quantitative estimate in order to apply
Theorems 5.1.1 and 5.3.2.
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Lemma 5.4.1 Let 0 < α ≤ 1. Then, for every f ∈ C1,α
2π ,

∥

∥

∥

∥

2n + 1

2π
(Ra,nf − f) −Af

∥

∥

∥

∥

≤ 24 (‖a‖ + 1)

(

2π

2n + 1

)α

.

Proof. For every f ∈ C1,α
2π we have

∥

∥

∥

∥

2n+ 1

2π
(Ra,nf − f) −Af

∥

∥

∥

∥

=

∥

∥

∥

∥

2n+ 1

2π
(Ra,nf −Rnf)−Af

∥

∥

∥

∥

+

+

∥

∥

∥

∥

2n+ 1

2π
(Rnf − f)

∥

∥

∥

∥

. (5.4.4)

As regards to the first term at the righthand side of (5.4.4), from Lagrange’s
theorem we can write

f(y + t) − f(y) = f ′(y)t+
(

f ′(ξ) − f ′(y)
)

t , y, t ∈ R

where ξ ∈]y, y + t[. For every x ∈ R and n ∈ N we have

2n+ 1

2π
(Ra,nf(x) −Rnf(x)) − a(x)f ′(x)

=
2n+ 1

2π

1

2π

∫ π

−π

(

f

(

x− v +
2π

2n+ 1
a(x)

)

− f(x− v)

)

rn(v) dv

−a(x)f ′(x)

=
2n+ 1

2π

1

2π

∫ π

−π
f ′(x− v)

2π

2n + 1
a(x) rn(v)dv − a(x)f ′(x)

+
2n+ 1

2π

1

2π

∫ π

−π

(

f ′(ξ) − f ′(x− v)
) 2π

2n+ 1
a(x) rn(v) dv

= a(x)(Rnf
′(x) − f ′(x)) + a(x)

1

2π

∫ π

−π

(

f ′(ξ) − f ′(x− v)
)

rn(v) dv ,

where ξ ∈]x− v, x− v + 2πa(x)/(2n + 1)[.
We recall that (see e.g. [21, Theorem 2.4.8, pag 106 ])

‖Rng − g‖ ≤ (2π + 1)En(g) + 4ω

(

g;
1

n

)

, g ∈ C2π ,

where En(g) is the best approximation of the function g by trigonometric
polynomials of degree n and hence, from the classical Jackson Theorem,

‖Rng − g‖ ≤ 6(2π + 1)ω

(

g;
1

n

)

+ 4ω

(

g;
1

n

)

≤ (12π + 10)ω

(

g;
1

n

)

.

Applying the above inequality to f ′ and f we get
∣

∣

∣

∣

2n+ 1

2π
(Ra,nf(x) −Rnf(x)) − a(x)f ′(x)

∣

∣

∣

∣

≤

≤ ‖a‖
(

(12π + 10)ω

(

f ′;
1

n

)

+ ω

(

f ′;
2π

2n+ 1

))

≤ ‖a‖(12π + 11)ω

(

f ′;
2π

2n+ 1

)

,
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and consequently

∥

∥

∥

∥

2n+ 1

2π
(Ra,nf − f)−Af

∥

∥

∥

∥

≤ ‖a‖(12π + 11)ω

(

f ′;
2π

2n+ 1

)

+
2n+ 1

2π
(12π + 10)ω

(

f ;
1

n

)

.

Since f ∈ C1,α
2π we have ω(f, δ) ≤ δ(1+α) and ω(f ′, δ) ≤ δα/2 so we conclude

∥

∥

∥

∥

2n+ 1

2π
(Ra,nf − f)−Af

∥

∥

∥

∥

≤ ‖a‖
(

(6π + 5)

(

2π

2n + 1

)α)

+
2n+ 1

nπ
(6π + 5)

1

nα

≤ (6π + 5) (‖a‖ + 1)

(

2π

2n+ 1

)α

.

�

In [35, Theorem 2.7] we have established that besides the generation of
the cosine function (C(t))t≥0, condition (5.4.1) or (5.4.2) also ensures that
C1

2π ∩D(A2) is a core for (A2,D(A2)) and further, for every t > 0,

C(t) =
1

2
lim

n→∞

(

Rk(n)
a,n u+R

k(n)
−a,nu

)

, (5.4.5)

where (k(n))n≥1 is a sequence of positive integers such that lim
n→+∞

2πk(n)

2n+ 1
=

t.

From Lemma 5.4.1, we can take M = 2π, ω = 0, ψn(u) = 24 (‖a‖ +

1)
(

2π
2n+1

)α
and ϕn(u) = ψn(u) + ‖Au‖ in Theorem 5.1.1 and we directly

obtain the following quantitative version of (5.4.5).

Theorem 5.4.2 Let a ∈ C2π ∩C1(R\Π). If (5.4.1) or alternatively (5.4.2)
holds, then for every t ≥ 0 and u ∈ C1,α ∩D2π(A2)

∥

∥

∥

∥

C(t)u− 1

2

(

Rk(n)
a,n u+R

k(n)
−a,nu

)

∥

∥

∥

∥

≤ (2π)2 t (‖a‖ + 1)

(

2π

2n+ 1

)α

+2π

(

∣

∣

∣

∣

k(n)

n
− t

∣

∣

∣

∣

+

√

2

π

√

k(n)

n

)

×
(

24 (‖a‖ + 1)

(

2π

2n+ 1

)α

+ ‖Au‖
)

, (5.4.6)

where (k(n))n≥1 is a sequence of positive integers such that lim
n→+∞

2πk(n)

2n+ 1
=

t.
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Now, let (an)n≥1 be a sequence of positive integers tending to +∞. For
every n ≥ 1, we consider the linear operator Pλ,an,n : C2π → C2π defined by

Pλ,an,nu :=
1

2λ

1

n

an
∑

k=0

e−λk/n(Rk(n)
a,n u+R

k(n)
−a,nu) , u ∈ E , (5.4.7)

If the sequence (an)n≥1 satisfies 1/an = o(1/n) as n → +∞ then from
Theorem 5.3.1 we obtain limn→+∞ Pλ,an,nu = R(λ2, A2)u for every u ∈ C2π

and we have the following estimate of the convergence.

Theorem 5.4.3 Let a ∈ C2π ∩C1(R\Π). If (5.4.1) or alternatively (5.4.2)
holds, then for every t ≥ 0 and u ∈ C1,α ∩D2π(A2) and for every n ≥ 1 and
u ∈ D, we have

‖Pλ,an,nu−R(λ2, A2)u‖ ≤ 24
(2π)2+α(‖a‖ + 1)

(2n + 1)α(Reλ)3

+
2π

Reλ
√
n

(

1√
n (Reλ)

+
1√

2 (Reλ)3/2
+

1√
n (Reλ)2

)

(ψn(u) + ‖Au‖)

+
2π
(

e−(Re λ)an/n + |λ|3/2

n |Re
√

λ|

)

(Reλ)2
(

1 − Re λ
n

) ‖u‖ . (5.4.8)

Exactly the same procedure can be also applied to other sequences of
trigonometric polynomials such as Fejér operators and more general aver-
ages of trigonometric interpolating operator considered in [35, 28]. Since in
these cases the cosine function is the same, we limit ourselves to observe
that (5.4.6) remains still valid when considering these other sequences of
trigonometric interpolating operators too.
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[55] H. Gonska, I. Raşa, The limiting semigroup of the Bernstein iterates:
degree of convergence, Acta Math. Hungar. 111 (2006), 111–122.

[56] S. Karlin, Z. Ziegler, Iteration of positive approximation operators,
J. Approx. Theory 3 (1970), 310–339.

[57] P.D. Lax and R. D. Richtmyer, Survey of the stability of linear
finiie difference equations, Comm. Pure Appl. Math. 9 (1956), 267–
293.

[58] G. G. Lorentz, Bernstein Polynomials, 2nd edition, Chelsea, New
York, 1986.

[59] S. Milella, Equazioni di evoluzione su intervalli reali, semigruppi e
loro approssimazione, Ph.D. Thesis, University of Bari, 2006.
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Notations and symbols

In this work we shall often make use of the following symbols:

‖ · ‖ Uniform norm p. 1
‖ · ‖w Weighted uniform norm p. 56
1 Constant function of value 1 p. 21
A(K) Space of all affine functions on the compact set K p. 15
A∞(K) Space of all finite products in A(K) p. 16
C(K) Space of all real continuous functions on K p. 15
C2,α(K) Class of twice differentiable functions

with α-Hölder continuous second-order derivative p. 21

C(R) Set of all continuous real functions on R

which admit finite limits at the points ±∞ p. 40

C2(R) Set of all functions in C(R) with

second-order derivatives in C(R) p. 40

Cw(R) Weighted space of C(R) P. 56

C2
w(R) Set of all functions in Cw(R) with

second-order derivatives in Cw(R) p. 59
Cw([0, 1]) Weighted space in the interval [0, 1] p. 74
C2

w([0, 1]) Weighted space of twice differentiable functions
in the interval [0, 1] p. 74

C(b)(R2) Space of all continuous bounded
real functions on R

2 p. 80
C0(R

2) Subspace of all continuous functions
vanishing at the point at infinity of R

2 p. 80

C
(b)
w (R2) Bounded weighted space of C(b)(R2) p. 80

C0,w(R2) Bounded weighted space of C0(R
2) p. 86

C
2,(b)
w (R2) Space of all functions in C

(b)
w (R2) with

bounded second-order partial derivatives. p. 82
∆h(f, x) Divided difference operator p. 31
∆r

h(f, x) r-th order divided difference p. 31
δij Kronecker symbol p. 25



130 Notations and symbols

εx Dirac measure p. 16
id Identity function p. 26
L1

loc(R) Spaces of all locally integrable functions p. 39
L1

loc(R
2) Spaces of all locally integrable functions on R

2 p. 79
M+(K) Positive Radon Measure p. 15
pri Canonical i-th projection of R

n onto R p. 17
ω(f, δ) Modulus of continuity p. 31
ωr(f, δ) Modulus of continuity p. 31


