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Abstract. In this paper, we answer a question raised by Hong-Kun Xu in [14] about the
weak convergence of a generalized semi-implicit relaxed version of the Krasnoselskii-Mann
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1 Introduction and main results

Let H be a real Hilbert space equipped with an inner product denoted by
〈.〉 and let ‖.‖ denote the associated Euclidean norm. The study of several prob-
lems in Mathematics and Physics turns into the determination of a fixed point
of an operator T : C → C where C is a given closed and nonempty subset of H,
see for instance [5] and the references therein. Therefore, many results are con-
cerned with the construction of algorithms providing numerical approximations
of fixed points for wide classes of operators. Among these results, it figures the
classical well-known Banach’s fixed point theorem (see [2]):
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Theorem 1. Let X be a closed and nonempty subset of a Banach space E
and let T : X → X be a contraction mapping, i.e. there exists ρ ∈ [0, 1) such
that, for every x, y ∈ X,

‖T (x)− T (y)‖ ≤ ρ ‖x− y‖ .

Then, T has a unique fixed point x∗ ∈ X. Moreover, for any x0 ∈ X, the
sequence {xn} defined by the iterative process:

xn+1 = T (xn), n = 0, 1, . . . (1.1)

converges strongly in E to x∗. In addition, for every n ∈ N,

‖T (xn)− xn‖ ≤ ρn ‖T (x0)− x0‖ , ‖xn − x∗‖ ≤
ρn

1− ρ
‖T (x0)− x0‖ .

In many cases, the considered operator T does not satisfy the contraction
condition, but it satisfies instead the weaker condition

‖T (x)− T (y)‖ ≤ ‖x− y‖ , ∀x, y ∈ C.

Such an operator is called a nonexpansive operator. In this paper, we study such
operators assuming the following three conditions:

(H1) C is a nonempty, closed and convex subset of H.

(H2) T : C → C is a nonexpansive mapping.

(H3) The set Fix(T ) = {x ∈ C : T (x) = x} of fixed points of T is nonempty.

Let us first notice that T being nonexpansive does not imply that it has neces-
sarily a fixed point. One can consider for example the mapping defined on H by
T (x) = x+ v, where v is a non-zero, fixed element of H. However, in [11], Kirk
proved that any nonexpansive mapping from a nonempty, closed, convex and
bounded subset of H to itself has at least one fixed point. Besides, unlike the
case of a contraction mapping, the iterative process (1.1) does not converge in
general under the assumptions (H1), (H2) , and (H3). As an example, one can
consider the case T = −I, where I denotes the identity operator of H. To over-
come this, Krasnoselskii [12] and Mann [8] introduced separately the following
relaxed version of process (1.1):

xn+1 = (1− tn)xn + tnT (xn), n = 0, 1, 2, . . . (1.2)

and they established the weak convergence of the sequence {xn} to a fixed
point of T under the assumptions (H1),(H2) and (H3), together with a suitable
assumption on the sequence {tn}. Precisely, they proved the following result
(see [13]):
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Theorem 2. Let {tn} be a sequence in [0, 1] satisfying the condition

∞∑
n=0

tn(1− tn) =∞. (1.3)

Then, for every initial data x0 ∈ C, the sequence {xn} generated by the process
(1.2) converges weakly in H to some element x∞ of Fix(T ). Moreover, the se-
quence {‖xn − T (xn)‖} is non increasing and satisfies the following estimations:

‖xn − T (xn)‖ ≤ dist(x0,Fix(T ))√
Γ0
n

, (1.4)

lim
n→∞

√
Γ0
n ‖xn − T (xn)‖ = 0, (1.5)

where Γ0
n :=

n∑
k=0

tk(1 − tk), and dist(x0,Fix(T )) denotes the distance between

the initial data x0 and the set Fix(T ).

In order to improve the rate of the convergence and the stability properties
of the process (1.2), Alghamdi, Shahzad, and Xu introduced in [1] the following
implicit mid-point version of the algorithm (1.2),

xn+1 = (1− tn)xn + tnT (
xn + xn+1

2
). (1.6)

They proved the following convergence result:

Theorem 3. Let {tn} be a sequence in [0, 1] satisfying the following condi-
tions:

(a) lim inf tn > 0.

(b) There exist b > 0 and n0 ∈ N such that t2n+1 ≤ b tn, for every n ≥ n0.

Then, for any initial data x0 ∈ C, the sequence {xn} generated by the process
(1.6) converges weakly in H to some element of Fix(T ).

We notice here that the second assumption in the previous theorem is su-
perfluous. In fact, it is a direct consequence of the first assumption and the fact
that {tn} is bounded. Later, H. K. Xu improved greatly, in [14], the previous
result by establishing the weak convergence of the process (1.6) under the more
natural condition (1.3). Precisely he proved the following theorem:

Theorem 4. Let {tn} be a sequence in [0, 1] satisfying
∑∞

n=0 tn(1−tn) =∞.
Then, for any initial data x0 ∈ C, the sequence {xn} generated by the process
(1.6) converges weakly in H to some element of Fix(T ).
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At the end of his paper [14], H. K. Xu raised the question of the convergence
of the general averaged semi-implicit process:

xn+1 = (1− tn)xn + tnT ((1− λ)xn + λxn+1), n = 0, 1, 2, . . . (1.7)

where λ ∈ [0, 1] is a fixed parameter. Our first main contribution in this paper
is a positive answer to this question. In order to clearly state our result, let us
first recall the following classical notations:

Notation 1. Let {un} and {vn} be two real positive sequences. The notation

un = o(vn) means lim
n→∞

un
vn

= 0, and un ∼ vn means that lim
n→∞

un
vn

= 1.

Theorem 5. Let λ ∈ [0, 1] and {tn} be a sequence in [0, 1) satisfying the
condition ∞∑

n=0

tn(1− tn)

(1− λtn)2
=∞. (1.8)

Then, for any initial data x0 ∈ C, the sequence {xn} generated by the process
(1.7) converges weakly in H to some fixed point of T . Moreover, the residual
sequence {‖xn − T (xn)‖} is non increasing and satisfies the following estima-
tions:

‖xn+1 − T (xn+1)‖ ≤ dist(x0,Fix(T ))√
Γλn

, (1.9)

‖xn+1 − T (xn+1)‖ = o(
1√
Γλn

), where Γλn :=

n∑
k=0

tk(1− tk)
(1− λtk)2

. (1.10)

Remark 1. From the previous theorem, we deduce that,for λ = 1 and
tn = 1 − 1

(n+1)θ
with θ > 0, the convergence rate of the residual sequence

{xn − T (xn)} to 0 is of smaller order than o( 1
n
θ
), where n

θ
= n

θ+1
2 . In fact,

Γ1
n ∼

n∑
k=0

(k + 1)θ ∼ nθ+1

θ + 1
as n→∞.

Remark 2. Let λ ∈ [0, 1] and {tn} in [0, 1), and assume that xn ∈ C, the
process (1.7), is constructed for some n ∈ N. Then, the mapping Ψλ,n : C → C
defined by

Ψλ,n(x) = (1− tn)xn + tnT ((1− λ)xn + λx), (1.11)

is a contraction with coefficient ρn,λ = tnλ. Hence Ψλ,n has a unique fixed
point xn+1 ∈ C. Therefore, given x0 ∈ C, the process (1.7) is well-defined.
But, in general, the construction of xn+1 as a fixed point of Ψλ,n can only be
done approximately. Infact, by using for instance Theorem 1, we construct an
approximation value of xn+1 for which ‖xn+1 −Ψλ,n(xn+1)‖ is small enough
and not necessary equal to 0. It is then natural to ask if such lack of precision in
the construction of the sequence {xn} has a significant effect on its asymptotic
behavior.
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Theorem 6. Let {tn} be a real sequence satisfying the assumptions of The-
orem 5 and let {en} be a nonnegative real sequence such that

∞∑
n=0

en
1− λtn

<∞. (1.12)

Then, every {xn} in C satisfying

‖xn+1 − [(1− tn)xn + tnT ((1− λ)xn + λxn+1)]‖ ≤ en,
converges weakly in H to some element of Fix(T ).

By combining Theorem 1, Remark 2, and Theorem 6, one can deduce that
if λ, {tn} and {en} satisfy respectively (1.8) and (1.12) then, the following
algorithm provides, in a finite number of iterations, an approximate fixed point
xε of T for any predefined tolerance number ε > 0 such that ‖xε − T (xε)‖ ≤ ε.

Algorithm 1.1

Input: Initial data x0 ∈ C, parameter λ ∈ [0, 1], positive sequences {tn} and
{en}, tolerance number ε > 0.
Step 1: Initialize n← 0 and N ← 0.
Step 2: If ‖xn − T (xn)‖ ≤ ε then N ← N + 1 and Stop. Else, go to Step 3.
Step 3: Initialize k ← 0 and u0 ← xn.
Step 4: Calculate uk+1 = Ψλ,n(uk) and update N ← N + 1.
Step 5: If ‖uk+1 − uk‖ ≤ en, then xn+1 ← uk, n← n+ 1 and go to Step 2. Else,
k ← k + 1 and go to Step 4.
Output: xn = xε is an approximate fixed point of T with tolerance ε and N ,
called the number of iterations, is the number of times the operator T is applied
in order to get xε.

Since 2015, many papers have been devoted to the study of the strong conver-
gence of different algorithms that combine the viscosity approximation method,
due essentially to A. Moudafi, and the semi-implicit process of type (1.6) (see
[15, 10, 7]). In particular, Xu and al., in[15], considered the iterative process

xn+1 = tnf(xn) + (1− tn)T (
xn + xn+1

2
), (1.13)

where f : C → C is a given contraction mapping. They proved that if the
sequence {tn} belongs to (0, 1] and satisfies the following conditions:

(C1) tn → 0 as n→∞,

(C2)

∞∑
n=1

tn =∞,

(C3)
|tn+1 − tn|

tn
→ 0 as n→∞ or

∞∑
n=1

|tn+1 − tn| <∞,
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then any sequence generated by (1.13) converges strongly in H to the unique
fixed point q? of the contaction mapping PFix(T ) ◦ f : Fix(T ) → Fix(T ), where
PFix(T ) is the metric projection from H onto Fix(T ). Besides, by adapting the
method of the proof of [9, Theorem 4.1 ], one can verify that the previous
strong convergence result remains true if the equality (1.13) is replaced by the
perturbed estimation∥∥∥∥xn+1 − [tnf(xn) + (1− tn)T (

xn + xn+1

2
)]

∥∥∥∥ ≤ µn,
provided that the nonnegative error sequence {µn} satisfies

∑∞
n=1 µn < ∞.

Hence, if the sequences {tn} and {µn} satisfy the required conditions, the fol-
lowing algorithm gives an approximation q?ε of q? in a finite number of iterations
M .

Algorithm 1.2

Input: Contraction mapping f : C → C, initial data x0 ∈ C, positive real
sequences {tn} and {µn}, and a tolerance number ε > 0.

Step 1: Initialize n = 0 and M = 0.

Step 2: If
∥∥xn − PFix(T )(f(xn))

∥∥ ≤ ε then M ←M + 1. Else, go to Step 3.

Step 3: Initialize k = 0 and u0 = xn.

Step 4: Compute uk+1 = tnf(xn) + (1− tn)T (xn+uk
2 ) and update M ←M + 1.

Step 5: If ‖uk+1 − uk‖ ≤ µn, set xn+1 ← uk, n← n+ 1 and go to Step 2. Else,
set update k ← k + 1 and go to Step 4.

Output: xε = xn is an approximation of q? and M is the number of times the
operator T and/or the mapping f are applied in order to get xε.

Remark 3. It is clear that in Algorithm 1.2 the stopping criteria is difficult
to check. For this reason, in practice, one can replace it by the weaker stopping
criteria ‖xn − T (xn)‖ ≤ ε. In fact, if the number of iterations M is reasonably
large, the obtained output xε = xn is still an approximation of q?.

In the next section, we prove our first main result Theorem 5. The third
section is devoted to the proof of the second main result Theorem 6. In the
last section, we apply the result of Theorem 6 to the numerical resolution of
a nonnegative least square problem and we perform numerical experiments in
order to study the relation between the convergence speed of the algorithm, the
parameter λ and the sequence {tn}. Moreover, we provide a numerical study of
the speed of Algorithm 1.2 in the particular case of f = 0.
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2 Proof of the first main result

In this section, we give a detailed proof of Theorem 5.

Proof. Let q be a an element of Fix(T ). By using the classical equality

‖(1− θ)x+ θy‖2 = (1− θ) ‖x‖2 + θ ‖y‖2 − (1− θ)θ ‖x− y‖2 (2.14)

which is valid for every x, y in H and every θ ∈ [0, 1], one obtains

‖xn+1 − q‖2 = (1− tn) ‖xn − q‖2 + tn ‖T (yn)− q‖2 − tn(1− tn) ‖xn − T (yn)‖2 ,
(2.15)

where yn := (1−λ)xn+λxn+1. Since T is nonexpansive and T (q) = q, one gets,
thanks to the convexity of the function x 7→ ‖x‖2,

‖T (yn)− q‖2 ≤ (1− λ) ‖xn − q‖2 + λ ‖xn+1 − q‖2 .

Inserting this last estimate into (2.15) yields

‖xn+1 − q‖2 ≤ (1−λtn) ‖xn − q‖2 +λtn ‖xn+1 − q‖2− tn(1− tn) ‖xn − T (yn)‖2 ,

which, in turn, implies the key estimate

‖xn+1 − q‖2 ≤ ‖xn − q‖2 −
tn(1− tn)

1− λtn
‖xn − T (yn)‖2 . (2.16)

Therefore, the real sequence {‖xn − q‖} is non increasing and

∞∑
n=0

tn(1− tn)

1− λtn
‖xn − T (yn)‖2 ≤ ‖x0 − q‖2 . (2.17)

On the other hand,

‖xn+1 − T (xn+1)‖ ≤ ‖xn+1 − T (yn)‖+ ‖T (yn)− T (xn+1)‖
≤ (1− tn) ‖xn − T (yn)‖+ ‖yn − xn+1‖
= (1− tn) ‖xn − T (yn)‖+ (1− λ) ‖xn+1 − xn‖
= (1− tn) ‖xn − T (yn)‖+ tn(1− λ) ‖xn − T (yn)‖
= (1− λtn) ‖xn − T (yn)‖ .

Combining this last estimate with (2.17), one gets

∞∑
n=0

tn(1− tn)

(1− λtn)2
‖xn+1 − T (xn+1)‖2 ≤ ‖x0 − q‖2 . (2.18)
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Now, let us prove that the sequence {‖xn − T (xn)‖} is non increasing. For
every n ∈ N,

‖xn+1 − T (xn+1)‖ = ‖(1− tn)(xn − T (xn+1) + tn(T (yn)− T (xn+1))‖
≤ (1− tn)‖xn − T (xn+1)‖+ tn‖yn − xn+1‖
≤ (1− tn)‖xn − T (xn)‖+ (1− tn)‖T (xn+1)− T (xn)‖+ tn‖yn − xn+1‖
≤ (1− tn)‖xn − T (xn)‖+ (1− tn)‖xn+1 − xn‖+ tn‖yn − xn+1‖
= (1− tn)‖xn − T (xn)‖+ (1− tn)‖xn+1 − xn‖+ tn(1− λ)‖xn+1 − xn‖
= (1− tn)‖xn − T (xn)‖+ (1− λtn)‖xn+1 − xn‖. (2.19)

Also, by the definition of xn+1,

‖xn+1 − xn‖ = tn ‖xn − T (yn)‖
≤ tn ‖xn − T (xn)‖+ tn ‖T (xn)− T (yn)‖
≤ tn ‖xn − T (xn)‖+ tn ‖xn − yn‖
= tn ‖xn − T (xn)‖+ tnλ ‖xn+1 − xn‖ ,

which implies that

(1− λtn) ‖xn+1 − xn‖ ≤ tn ‖xn − T (xn)‖ . (2.20)

Hence, by combining the estimations (2.19) and (2.20), it follows that

‖xn+1 − T (xn+1)‖ ≤ ‖xn − T (xn)‖ .

Therefore, by invoking (2.18),

‖xn+1 − T (xn+1)‖2 ≤ ‖x0 − q)‖2

Γλn
.

The estimation (1.9) is then obtained by taking the minimum over all q ∈
Fix(T ). Now, let us prove the estimation (1.10). Let ε be an arbitrary positive
real number. From (2.18), it follows that there exists n0 ∈ N such that

rn0 :=
∞∑

k=n0

tk(1− tk)
(1− λtk)2

‖xk+1 − T (xk+1)‖2 < ε.

On the other hand, since {(‖xn − T (xn)‖} is non increasing, then for every
n ≥ n0,

‖xn+1 − T (xn+1)‖2
n∑

k=n0

tk(1− tk)
(1− λtk)3

≤ rn0 ,
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which implies that

‖xn+1 − T (xn+1)‖2 Γλn ≤
ε

1−
Γλ
n0−1

Γλn

.

Hence, using (1.8), one gets as n→∞,

lim
n→∞

‖xn+1 − T (xn+1)‖2 Γλn ≤ ε,

which clearly implies (1.10). Finally, the fact that {xn} converges weakly to some
fixed point of T immediately follows from the following two facts already proved:
{‖xn − q‖} is decreasing, for every q ∈ Fix(T ) and lim

n→∞
‖xn − T (xn)‖ = 0,

together with the following two classical lemmas:

Lemma 1. [3, Corollary 4.18] Let {zn} be a sequence in C. If {zn} con-
verges weakly in H to some z and {zn − T (zn)} converges strongly in H to 0,
then z ∈ Fix(T ).

Lemma 2. [3, Lemma 2.39] Let {xn} be a sequence in H and let F be a
nonempty subset of H. Assume that

(a) For every q ∈ F , the real sequence {‖xn − q‖} converges.

(b) Every weak sequential cluster point of the sequence {xn} belongs to F .

Then {xn} converges weakly in H to some point in F .
QED

3 Proof of the second main result

This section is devoted to prove Theorem 6. The proof uses the following
classical result, which is a direct consequence of Riesz Representation Theorem
and Banach-Steinhaus Theorem.

Lemma 3. Let {xn} be a sequence in H. Then {xn} converges weakly in H
if and only if, the real sequence {〈xn, v〉} converges, for every v in the unit ball
of H.

Now, let us prove our second main result.

Proof.of Theorem 6 Let v be in the unit ball of H and let ε > 0. There
exists n0 = n0(ε) ∈ N such that∑

n≥n0

en
1− λtn

≤ ε.
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Let us define the sequence {yn)n≥n0 by{
yn0 = xn0

yn+1 = (1− tn)yn + tnT ((1− λ)yn + λyn+1), n ≥ n0.

According to Theorem 5, the sequence {yn} converges weakly in H to some
y∞(ε) ∈ Fix(T ). On the other hand, for any integer n ≥ n0 + 1,

‖yn+1 − xn+1‖ ≤ (1−tn) ‖yn − xn‖+tn(1−λ) ‖yn − xn‖+tnλ ‖yn+1 − xn+1‖+en.

It follows that

‖yn+1 − xn+1‖ ≤ ‖yn − xn‖+
en

1− λtn
.

Hence, for every n ≥ n0,

‖yn − xn‖ ≤
n∑

k=n0

ek
1− λtk

≤ ε. (3.21)

Therefore, for every m > n ≥ n0,

|〈xm, v〉 − 〈xn, v〉| ≤ ‖ym − xm‖ ‖v‖+ ‖yn − xn‖ ‖v‖+ |〈ym, v〉 − 〈yn, v〉|
≤ 2ε ‖v‖+ |〈ym, v〉 − 〈yn, v〉|
≤ 2ε+ |〈ym, v〉 − 〈yn, v〉| .

Since, 〈yn, v〉 → 〈y∞, v〉 as n→∞, we infer that there exists a positive integer
n1 ≥ n0 such that, for every m > n ≥ n1,

|〈ym, v〉 − 〈yn, v〉| ≤ ε,

and so,

|〈xm, v〉 − 〈xn, v〉| ≤ 3ε.

This means that {〈xn, v〉} is a Cauchy real sequence and therefore it converges.
Hence, by the previous lemma, {xn} converges weakly in H to some x∞. Now,
as n goes to ∞ in the estimation (3.21), one gets, thanks to the fact that the
function x 7→ ‖x‖2 is weakly lower semi-continuous (see [3, Lemma 2.35]),

‖x∞ − y∞(ε)‖ ≤ limn→∞ ‖xn − yn‖ ≤ ε.

Now, as ε goes to 0, and using the facts that Fix(T ) is a closed subset of H and
y∞(ε) ∈ Fix(T ), for every ε > 0, one concludes that x∞ ∈ Fix(T ). QED
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4 Application to a nonnegative least square problem
and numerical experiments

Let m and n be two positive integers. On the space Rm (or Rn), we define
the Euclidean norm ‖.‖ by ‖x‖ =

√
〈x, x〉 =

√
xTx. Let

Rn+ = {x ∈ Rn : x ≥ 0}

be the positive orthant, where the notation x ≥ 0 means that all the compo-
nents x1, · · · , xn are nonnegative. This section is devoted to the application of
Theorem 6 to the numerical resolution of the constrained linear system

Ax = b, x ∈ Rn+, (4.22)

where A = (aij) ∈ Rm,n and b ∈ Rm. The solutions of system (4.22) in the sense
of the least square method are given by the following definition.

Definition 1. A nonnegative least square solution (NLS) of system (4.22)
is a solution of the constrained convex optimization problem

min
x∈Rn+

f(x) =
1

2
‖Ax− b‖2 (4.23)

Let Ω(A, b) denotes the set of all nonnegative least square solutions of sys-
tem (4.22). The following result proves that Ω(A, b) is always nonempty and
provides a characterization of this set in term of fixed points of a special family
of nonexpansive mappings.

Proposition 1. The following assertions hold true:

(a) The set Ω(A, b) is a nonempty, closed and convex subset of Rn.

(b) For every α > 0, Ω(A, b) is equal to the set of all fixed points of the
operator T(α) : Rn+ → Rn+ defined by

T(α)(x) = Π+(x− α(AT (Ax− b))),

where AT is the transpose matrix of A, and Π+ : Rn → Rn+ is the metric
projection from Rn onto Rn+.

(c) If α ∈ [0, 2
λ1

], where λ1 is the greatest eigenvalue of the real symmetric

matrix ATA, then the operator T(α) is nonexpansive.
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Proof. (1) Since (4.23) is a constrained convex optimization problem and
the objective function f is continuous then, the set of its solutions Ω(A, b) is a
closed and convex subset of Rn (see [6, Corollary 21.1]). It remains to prove that
Ω(A, b) is nonempty. Let us first notice that the optimal value f∗ = min

x∈Rn+
f(x)

is given by

f∗ =
1

2

(
inf

v∈A(Rn+)
‖v − b‖

)2

,

where A(Rn+) := {Ax : x ∈ Rn+}, which is a nonempty and convex subset of Rm.
Moreover, following the proof of ([4, Lemma 6.32]), one can establish that A(Rn+)
is also a closed subset of Rm. Therefore, the metric projection PA(Rn+) from Rm

onto A(Rn+) is well-defined, f∗ = 1
2‖b − PA(Rn+)(b)‖2, and Ω(A, b) = {x ∈ Rn+ :

Ax = PA(Rn+)(b)}. This implies, in particular, that Ω(A, b) is nonempty.

(2) From the variational characterization of the solutions of the constrained
convex optimization problems (see [6, Lemma 21.2]), x̄ ∈ Ω(A, b) if and only
if x̄ ≥ 0 and 〈∇f(x̄), x − x̄〉 ≥ 0, for every x ≥ 0. Hence, using the classical
variational characterization of the metric projection, it follows that x̄ ∈ Ω(A, b)
is equivalent to x̄ = Π+(x̄− α∇f(x̄)), for every α > 0. Therefore, the required
result follows from the fact that

∇f(x̄) = AT (Ax̄− b).

(3) Let α ∈ [0, 2
λ1

], x, y ∈ Rn+ and put w = x − y. Since the operator Π+ is
nonexpansive, ∥∥T(α)(x)− T(α)(y)

∥∥2 ≤
∥∥ω − αATAω∥∥2

. (4.24)

On the other hand, since ATA is symmetric and positive semi-definite, there
exists an orthogonal matrix Q, i.e. QQT = In, and a diagonal matrix D =
diag(λ1, · · · , λn) such that ATA = QDQT , where of λ1 ≥ · · · ≥ λn ≥ 0 are the
eigenvalues of ATA. Let ω̃ = QTω, then∥∥ω − αATAω∥∥2

=
∥∥(In − αATA)ω

∥∥2
=
∥∥Q(In − αD)QTω

∥∥2

= ‖(In − αD)ω̃‖2 =

n∑
j=1

(1− αλj)2ω̃2
j

Hence, combining this last estimation with the fact that ‖ω̃‖ = ‖ω‖, one obtains∥∥T(α)(x)− T(α)(y)
∥∥ ≤ κ(α) ‖x− y‖ ,

where
κ(α) = sup

1≤j≤n
|1− αλj | .

This ends the proof since the assumption on α implies that κ(α) ≤ 1. QED
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Remark 4. The metric projection Π+ from Rn onto the positive orthant
Rn+ is explicitly defined by:

Π+(x) = (max{x1, 0}, . . . ,max{xn, 0}), ∀x = (x1, . . . , xn) ∈ Rn.

Remark 5. If A ∈ Rm×n with rank(A) = n, then the matrix ATA is
positive defined and therefore, all its eigenvalues are positive. Hence, for every
α ∈ (0, 2

λ1
), the constant κ(α) belongs to (0, 1). As a result, the operator T(α) is

a contraction. So, by the second assertion of the previous proposition, Ω(A, b)
is reduced to a single element.

Remark 6. It is not necessary to calculate the greatest eigenvalue λ1 of the
matrix ATA in order to determine a range of α that makes the operator T(α)

nonexpansive. In fact, according to Gerschgorin’s Theorem,

λ1 ≤ µ(A) := max
i∈{1,...,n}

|bij | ,

where (bij) denotes the entries of ATA. Hence, according to the last assertion
of the previous proposition, for every α ∈ (0, 2

µ(A) ], the operator T(α) is nonex-
pansive.

According to the previous proposition and remarks, one can apply the two
algorithms, stated at the end of the introduction section, to the nonexpansive
mapping T(α) in order to obtain numerical approximations of the nonnegative
least square solutions of (4.22). This will be the subject of the next subsection.

4.1 Numerical experiments

In this subsection, we consider the particular case of system (4.22), where
A and b are given by:

A =

 2 1 1 2
0 1 1 0
1 −1 0 3

 , b =

 10
4
4

 .

Since

b = A (2, 1, 3, 1)T ,

N(A) = span{w = (1,−2, 2,−1)T },

one can easily deduce that the solutions of the corresponding system (4.22) are

Ω(A, b) = {(2 + t, 1− 2t, 3 + 2t, 1− t)T : −3

2
≤ t ≤ 1

2
}.
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In our case, µ(A) = 23. Hence, the operator

T (x) = Tα(x) = Π+(x− αAT (Ax− b)),

for α = 2
23 , is nonexpansive with Fix(T ) = Ω(A, b). In the first part of this

subsection, we apply Algorithm 1.1 to this operator T , for the particular initial
data x0 = (0, 0, 0, 0)T , the tolerance precision ε = 0.001, error sequence {en =

1
1+n2 } and different values of the parameter λ ∈ [0, 1] and different examples of
sequences {tn} in [0, 1] satisfying the conditions of Theorem 3. We summarize
the obtained results in the following table:

{tn} λ = 0 λ = 0.2 λ = 0.4 λ = 0.6 λ = 0.8 λ = 1

0.1 1469 1453 1427 1399 1367 1343
0.5 293 279 255 237 213 185
0.9 163 153 129 116 91 78

1√
n+1

2793 2793 2793 2749 2635 2537

1− 1√
n+1

181 165 145 125 103 85

1− 1
n+1 155 141 121 101 81 65

Table 1: N({tn}, λ) := min{k : ‖T (xk)− xk‖ ≤ 0.001}

Clearly, the obtained approximate solution of system (4.22) is given by xε =
(1.5190, 2.0000, 1.9863, 1.4916)T . It is approximately equal to (1.5, 2, 2, 1.5)T ,
which is the point with minimal norm in Fix(T ). In the next experiments, we
study for the same operator T the effect of the regularization on the strong
convergence speed of the process (1.13)to the particular fixed point q? given by
Theorem 6. To this end, we apply Algorithm 1.2 in the case where f is identically
equal to the zero vector, λ = 1

2 , the initial data x0 is the zero vector, the
tolerance precisions are ε = 0.1 and ε = 0.01, the error sequence {µn = 1

1+n2 },
and with various examples of sequences {tn} in the form {tn = 1

(n+1)θ
} such that

0 < θ < 1. Let us notice that, in this case, the strong limit of the sequence {xn} is
q? = PFix(T )(0) = (1.5, 2, 2, 1.5)T . We summarize the obtained numerical results
in the next table. The notation ND (Not Defined) means that N(ε, θ) > 104.

ε θ = 0.2 θ = 0.4 θ = 0.6 θ = 0.8 θ = 0.9

0.1 ND ND 739 171 105
0.01 ND ND ND 3059 1357

Table 2: N(ε, θ) := min{k : ‖T (xk)− xk‖ ≤ ε}
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From these numerical experiments, we draw the following conclusions:

(a) The process convergence speed is better when the parameter λ is close to
1 and the sequence {tn} converges quickly to 1. This fact is theoretically
expected as it was already mentioned in Remark 1.

(b) The weak limit of the process does not depend on the parameter λ and
the sequence {tn}. It seems that it only depends on the initial data x0.

(c) The strong convergence of the process (1.13) is very slow. So, one can
deduce that although the Tikhanov regularizing term tnf(xn) forces the
generated sequence {xn} to converge strongly to a particular fixed point
of T , it has a clear negative effect on the the rate of the convergence of
the sequence {xn}.

5 Conclusion

In this paper we have studied the iterative process:

xn+1 = (1− tn)xn + tnT ((1− λ)xn + λxn+1), n = 0, 1, 2, . . . (5.25)

where T is a nonexpansive mapping and λ ∈ [0, 1] is a fixed parameter and
{tn} ∈ [0, 1] is a real sequence. We proved that, if the sequence {tn} satisfies a
suitable condition, then for any initial data x0, the sequence {xn} generated in
this process converges weakly to a fixed point of T if any exists. Moreover we
established a precise estimate on the rate of convergence of the residual sequence
rn = T (xn)−xn to 0. We have also studied the stability of the considered process.
In fact, we have established that a small perturbation on the definition of the
sequence {xn} does not affect the weak convergence property of the process. In
the last section of the paper, we studied numerically an optimization problem
in order to have an idea about the effect of the parameter λ on the speed of the
convergence of the process (5.25).
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