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Finite mixture models have several applications in many fields such as statistics, economics, marking, medicine and reliability analysis. In this paper, we obtain the maximum likelihood estimates of the parameters of the mixture of two one-parameter Lindley distributions by using two types of data namely; classified and unclassified samples. Next, we estimate the linear discriminant function of the underlying mixture model and calculate the total probabilities of misclassification as well as the percentage bias through a series of simulation experiments and some real data sets. Consequently, we study the problem of updating the discriminant function on the basis of data of unknown origin. We consider the updating procedure for the linear discriminant function on the basis of two one-parameter Lindley distributions in situations when the additional observations are mixed or classified. Finally, we study the performance of the updating procedures through some simulation experiments by means of the relative efficiencies.
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## 1 Introduction

The use of finite mixture distributions for modeling phenomena goes back to the early years of statistics. The mixture models have been considered extensively by many authors such as (Everitt and Hand (1981), Titterington et al. (1985), McLachlan and Basford (1988), Lindsay (1995), McLachlan and Peel (2000) and Al-Moisheer (2021)). Lindley distributions was proposed by Lindley (1958) in the context of fiducial and Bayesian statistics to illustrate the difference between fiducial distribution and posterior distribution. Moreover, the statistical properties of Lindley distributions were discussed by Ghitany et al. (2008) and they have shown that this distribution is a better model for some applications than other distributions such as exponential distribution. Therefore, Al-Moisheer et al. (2021) proposed a finite mixture of two one-parameter Lindley distributions and proved the identifiability. They also studied the statistical properties of this mixture model. Further, Daghestani et al. (2021) suggested a new mixture model in which one of itscomponents is the one parameter Lindley distribution namely the mixture of Lindley and Weibull distributions. On the other point of view, Al-Moisheer et al. (2021) introduced a new mixture model based on the one parameter Lindley distribution namely the mixture of Lindley and inverse Weibull distributions. Also, Al-Moisheer (2021) introduced a new mixture of Lindley and Lognormal Distributions. Here, we present the mathematical formula of the probability density function (pdf) of the mixture of two one-parameter Lindley distributions (MLLD) as follows

$$
\begin{align*}
& f\left(x ; p, \theta_{1}, \theta_{2}\right)=p\left(\frac{\theta_{1}^{2}}{\theta_{1}+1}(1+x) e^{-\theta_{1} x}\right)+(1-p)\left(\frac{\theta_{2}^{2}}{\theta_{2}+1}(1+x) e^{-\theta_{2} x}\right) \\
& 0<p<1 ; x>0 ; \theta_{1}, \theta_{2}>0 \tag{1}
\end{align*}
$$

where $\left(\frac{\theta_{i}^{2}}{\theta_{i}+1}(1+x) e^{-\theta_{i} x}\right)$ is the pdf of Lindley distribution with one parameter $\theta_{i}, i=1,2$ and $p$ is the mixing proportion. On the other hand, the cumulative distribution function (cdf) of the MLLD is given by

$$
\begin{array}{r}
F\left(x ; p, \theta_{1}, \theta_{2}\right)=p\left(1-\frac{\left(\theta_{1} a+1+\theta_{1} x\right) e^{-\theta_{1} x}}{\theta_{1}+1}\right)+(1-p)\left(1-\frac{\left(\theta_{2}+1+\theta_{2} x\right) e^{-\theta_{2} x}}{\theta_{2}+1}\right), \\
x>0, \theta_{1}, \theta_{2}>0 ; 0<p<1 . \tag{2}
\end{array}
$$

Discriminant analysis is a technique for analyzing data to find a set of prediction equations based on independent variables that are used to classify individuals into groups (see McLachlan (2004)). The discriminant analysis of the finite mixture models is an important procedure for many applications. Okamoto (1963) has illustrated an asymptotic expansion for the distribution of the linear discriminant function. The probability of
misclassification for a discriminant rule has estimated by Fukunaga and Kessell (1973). (McLachlan (1975), McLachlan (1977)) has considered the use of the unclassified observations for a special case of equal prior probabilities. Besides, (Ganesalingam and McLachlan (1978), Ganesalingam and McLachlan (1979), Ganesalingam and McLachlan (1981)) have evaluated the efficiency of a linear discriminant function estimated from a mixture of normal populations. However, there are some books which discuss linear discriminant analysis as Duda et al. (2001). Murray et al. (1978) have suggested the updating procedures that are appropriate for non-normal situations. Some authors have considered the discriminant analysis, (see, Amoh and Kocherlakota (1991), Sultan et al. (2013), Al-Moisheer (2016), Ahmad et al. (2010) and Al-Moisheer et al. (2017)).

In this paper, we estimate the discriminant function and the updating process of the MLLD and focus on the linear methods for classification. This paper is organized as follows: In Section 2, we estimate the unknown parameters of the mixture model through the maximum likelihood estimation. We derive the optimal linear discriminant function from the MLLD in Section 3. Further, we estimate the discriminant function from the MLLD in Section 4 according to mixed and classified samples. In order to check the performance of the classification technique we calculate the total probabilities of misclassification. Next, in Section 5 we investigate the problem of updating the discriminant function estimated from the MLLD. Moreover, we discuss the error rate of misclassification and we evaluate the relative efficiency of the mixture and classified discrimination procedures in Section 6. Furthermore, we carry out some simulation experiments to evaluate the efficiency of the linear discriminant function in Section 7. Finally, in Section 8, we apply the estimated linear discriminant function of the MLLD on a set of real data and write our conclusions in Section 9.

## 2 MLEs

The method of maximum likelihood is used in a wide range of statistical analyses. In this section, we derive the maximum likelihood estimates of the unknown parameters of the MLLD. Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample from MLLD, the log-likelihood function can be written from (1) as follows

$$
\begin{equation*}
L^{*}=\log L=\sum_{j=1}^{n} \log \left(p \frac{\theta_{1}^{2}}{\theta_{1}+1}\left(1+x_{j}\right) e^{-\theta_{1} x_{j}}+(1-p) \frac{\theta_{2}^{2}}{\theta_{2}+1}\left(1+x_{j}\right) e^{-\theta_{2} x_{j}}\right) \tag{3}
\end{equation*}
$$

Differentiating with respect to the parameters $p, \theta_{1}, \theta_{2}$ and equating these derivatives to zero, we get

$$
\begin{equation*}
L^{*}=\frac{\partial L^{*}}{\partial p}=\sum_{j=1}^{n} \frac{f_{1}\left(x_{j} ; \theta_{1}\right)-f_{2}\left(x_{j} ; \theta_{2}\right)}{p f_{1}\left(x_{j} ; \theta_{1}\right)+(1-p) f_{2}\left(x_{j} ; \theta_{2}\right)}=0, \tag{4}
\end{equation*}
$$

$$
\begin{gather*}
\frac{\partial L^{*}}{\partial \theta_{1}}=\sum_{j=1}^{n} \frac{p\left(1+x_{j}\right) e^{-\theta_{1} x_{j}}\left(\frac{\theta_{1}\left(2+\theta_{1}\right)}{\left(\theta_{1}+1\right)^{2}}-\frac{x_{j} \theta_{1}^{2}}{\left(\theta_{1}+1\right)}\right)}{p f_{1}\left(x_{j} ; \theta_{1}\right)+(1-p) f_{2}\left(x_{j} ; \theta_{2}\right)}=0,  \tag{5}\\
\frac{\partial L^{*}}{\partial \theta_{2}}=\sum_{j=1}^{n} \frac{(1-p)\left(1+x_{j}\right) e^{-\theta_{2} x_{j}}\left(\frac{\theta_{2}\left(2+\theta_{2}\right)}{\left(\theta_{2}+1\right)^{2}}-\frac{x_{j} \theta_{2}^{2}}{\left(\theta_{2}+1\right)}\right)}{p f_{1}\left(x_{j} ; \theta_{1}\right)+(1-p) f_{2}\left(x_{j} ; \theta_{2}\right)}=0, \tag{6}
\end{gather*}
$$

where

$$
\begin{equation*}
f_{i}\left(x_{j}\right)=\frac{\theta_{i}^{2}}{\theta_{i}+1}\left(1+x_{j}\right) e^{-\theta_{i} x_{j}}, i=1,2, \ldots, n \quad \text { and }, j=1,2 . \tag{7}
\end{equation*}
$$

The non linear equations (4-6) have to be solved numerically using one of the numerical techniques such as Newton-Raphson method. This has been done by applying the (rootSolve) package in R (see; $\operatorname{Kerns(2010)).~Section~} 8$ displays the numerical results of the ML estimates. The variance-covariance matrix of the estimates has been obtained by first calculating the second order partial derivatives of the loglikelihood function using equation (4-6) in order to compute Fisher information matrix and then inverting this matrix.

## 3 Linear Discriminant Analysis

The statistical approach of the discrimination problem or classification considered in this section, deals with a set of observations which come from two populations. Also, the discriminant functions can be either linear in the components of $x$ or nonlinear. A linear discriminant function is created as a linear combination of independent variables. Now if all population parameters are known, we can construct an optimal discriminant function denoted by $L D_{o}(x)$ based on these parameters. In most cases, the population parameters are unknown then the MLEs will be used in place of the unknown parameters to give the estimated discriminant function. The discriminant analysis method is called linear if the associated Bayes decision rule is linear with respect to the observation $x$. To define a linear discriminant function as $L D(x)=a+b x$, we use the Bayesian decision theory that is a fundamental statistical approach to the problem of pattern classification. Consequently, we show the formulation of the linear discriminant function of MLLD and how we use it to classify a new observation according to this discriminant function. Let $\Pi_{1}$ and $\Pi_{2}$ be two populations of the one-parameter Lindley distribution with densities $f_{i}(x), i=1,2$, as given in (7). Also, we define $W_{1 j}$ as the probability that the observation $x_{j}$ arises from the $i^{\text {th }}$ population. Therefore, we can compute the posterior probabilities that the observation $x_{j}$ has been generated by each of the two populations. Since the underlying model is mixture then we can calculate the probabilities $W_{1 j}$ and $W_{2 j}=1-W_{1 j}$ by using Bayes' formula expressed as follows [see Duda et al. (2001)]

$$
\begin{equation*}
W_{1 j}=\frac{p f_{1}\left(x_{j} ; \Theta_{1}\right)}{p f_{1}\left(x_{i} ; \theta_{1}\right)+(1-p) f_{2}\left(x_{i} ; \theta_{2}\right)} \quad \text { and } \quad W_{2 j}=1-W_{1 j}, \tag{8}
\end{equation*}
$$

that is

$$
\begin{equation*}
W_{1 j}=\{1+\exp [a+b x]\}^{-1} \tag{9}
\end{equation*}
$$

where

$$
\begin{equation*}
a=\ln \frac{(1-p)}{p}+\ln \frac{\theta_{2}^{2}\left(1+\theta_{1}\right)}{\theta_{1}^{2}\left(1+\theta_{2}\right)} \quad \text { and } \quad b=\theta_{1}-\theta_{2} \tag{10}
\end{equation*}
$$

and $p$ is the prior probability of the observation coming from $\Pi_{1}$.
Consequently, the probability that an individual $x$ of unknown origin has come from $\Pi_{1}$ is given as

$$
\begin{equation*}
\operatorname{Pr}\left(x \in \Pi_{1}\right)=\{1+\exp [L D(x)]\}^{-1} \tag{11}
\end{equation*}
$$

where $L D(x)=a+b x$. Therefore, we may classify $x$ in $\Pi_{1}$, according to whether the value of the linear discriminant function $L D(x)$ is less or greater than zero. So, if $x \in \Pi_{1}$ then $(1-p)=0$ and $a=-\infty$ since $\ln 0=-\infty$. Thus, the classification rule is to assign a new observation to $\Pi_{1}$ or $\Pi_{2}$ according to the linear discriminant function based on the following result

$$
\left\{\begin{array}{cl}
x \in \pi_{1}, & \text { if }  \tag{12}\\
x \in \pi_{2}, & L D(x)<0 \\
\text { otherwise }
\end{array}\right.
$$

## 4 Estimation of the Discriminant Function

Estimating discriminant functions is important in the field of discriminant analysis. Usually, the parameters of the populations are unknown. The available data can be used to estimate the unknown parameters of the density function and then the discriminant function can be estimated. Therefore, an important factor in the estimation of the discriminant function is the available data. We will consider the following data types in order to estimate the discriminant function for these data types.
(i) Classified sample: In this data type, we obtain the data by sampling from each population and the origin of each observation is known while the population parameters are unknown. Consequently, we can obtain a classified discriminant function based on the parameter estimates from these classified samples denoted by $(c)$.
(ii) Mixed sample: In this case, we have data obtained by sampling from a mixture population and the origin of each observation is unknown. Our concern here is to construct a mixture discriminant function based on the mixed samples denoted by $(m)$.
(iii) Classified and mixed sample: This data type is a combined sample from classified, Type (i), and mixed, Type (ii), samples. This kind of samples is denoted by cm sample and we use it to update the discriminant function that estimated from MLLD.

### 4.1 Classified sample (c)

In this type of data, we have initial observations or input vector as $\left(x_{i 1}, x_{i 2}, \ldots, x_{i n_{i}}\right)$ available from $\Pi_{i}$ with sample size $n_{i}, i=1,2$ and $n=n_{1}+n_{2}$. In order to obtain the classified linear discriminant function $L D_{c}(x)$, we will replace the unknown parameters
of the following equation by their MLEs calculated from the classified samples as given below.

$$
\begin{equation*}
L D_{c}(x)=\tilde{a}-\tilde{b} x \tag{13}
\end{equation*}
$$

where $\tilde{a}=\ln \frac{(1-\tilde{p})}{\tilde{p}}+\ln \frac{\tilde{\theta}_{2}^{2}\left(1+\tilde{\theta}_{1}\right)}{\tilde{\theta}_{1}^{2}\left(1+\tilde{\theta}_{2}\right)} \quad$ and $\quad \tilde{b}=\tilde{\theta}_{1}-\tilde{\theta}_{2}$ and $\left(\tilde{\theta}_{1}, \tilde{\theta}_{2}\right)$ are the MLEs in the classified samples case are given by [see Ghitany et al. (2008)]

$$
\begin{gather*}
\tilde{\theta}_{i}=\frac{-\left(\bar{x}_{i}-1\right)+\sqrt{\left(\bar{x}_{i}-1\right)^{2}+8 \bar{x}_{i}}}{2 \bar{x}_{i}}, \quad i=1,2  \tag{14}\\
\tilde{p}=\frac{n_{1}}{n} \tag{15}
\end{gather*}
$$

### 4.2 Mixed sample (m)

In the case of this type of data, all initial observations come from the mixture of $\Pi_{1}$ and $\Pi_{2}$. The linear discriminant function for this mixed sample is given by

$$
\begin{equation*}
L D_{m}(x)=\hat{a}+\hat{b} x \tag{16}
\end{equation*}
$$

where $\hat{a}=\ln \frac{(1-\hat{p})}{\hat{p}}+\ln \frac{\hat{\theta}_{2}^{2}\left(1+\hat{\theta}_{1}\right)}{\hat{\theta}_{1}^{2}\left(1+\hat{\theta}_{2}\right)} \quad$ and $\quad \hat{b}=\hat{\theta}_{1}-\hat{\theta}_{2}$ and $\left(\hat{p}, \hat{\theta}_{1}, \hat{\theta}_{2}\right)$ are MLEs of the parameters that given in Section 2 equations (4-6) via using a numerical method such as the Newton-Raphson. We use the R packages software to get the MLEs of the three unknown parameters, (see; Kerns (2010)).

## 5 Updating Procedure

In this section, we define the updating procedure for the discriminant function. Updating the linear discriminant function shows how the additional observations affect the performance of the discriminant function. To update the linear discriminant function that is estimated from the MLLD we use the third data type. Commonly, we separate the $(\mathrm{cm})$ sample into the following two models.

### 5.1 Model (I) (classified)

Suppose that a discriminant function has been estimated based on a limited number of classified observations from one-parameter Lindley populations. Also, we have a reasonably large sample of unclassified observations from the MLLD. Therefore, we use these additional observations to improve the estimates of the unknown parameters for estimating the discriminant function. Consequently, we will examine the performance of the updated discriminant function by comparing it with the initial one that was estimated from the classified data.

### 5.2 Model (II) (unclassified)

In this model, we assume that a linear discriminant function has been estimated by using a sample from MLLD. We then obtain a relatively small sample of classified observations from the one-parameter Lindley populations. We wish to use these classified observations to update the estimates of the parameters for estimating the linear discriminant function. The performance of the updated linear discriminant function will be compared to that of the linear discriminant function estimated from the mixture sample alone. McLachlan and Ganesalingam (1982) have studied the problem of updating a discriminant function on the basis of unclassified data which is a data of unknown origin. Consequently, we can obtain the estimates of the parameters $p, \theta_{1}$ and $\theta_{2}$ as a by-product. Let the classified samples be represented by $X_{i}=\left(x_{i 1}, x_{i 2}, \ldots, x_{i n_{i}}\right)$, for $i=1,2$, with $n=n_{1}+n_{2}$ and the mixed sample represented by $Y=\left(y_{1}, y_{2},, y_{m}\right)$.
Let the classified samples be represented by $\frac{X_{i}}{\underline{1}} \equiv\left(x_{i 1}, x_{i 2}, \ldots, x_{i n_{i}}\right)$, for $\mathrm{i}=1,2$, with $n=n_{1}+n_{2}$ and the mixed sample represented by $\underline{Y} \equiv\left(y_{1}, y_{2}, \ldots, y_{m}\right)$.
Under both models and using the cm sample, the likelihood function is given by

$$
\begin{equation*}
L_{2}\left(p_{1}, \alpha_{1}, \alpha_{2}, \beta \mid \underline{x_{1}}, \underline{x_{2}}, \underline{y}\right)=\binom{n}{n_{1}} p^{n_{1}}(1-p)^{n_{2}}\left\{\prod_{i=1}^{2} \prod_{j=1}^{n_{i}} f_{i}\left(x_{i j}\right)\right\} \prod_{k=1}^{m} f\left(y_{k}\right), \tag{17}
\end{equation*}
$$

where $f_{i}($.$) and f($.$) are given, respectively, by (7) and (1) for i=1,2$. By differentiating $\log L_{2}$ with respect to the parameters $\left(p, \theta_{1}, \theta_{2}\right)$ and setting the partial derivatives to zero, we can obtain the required estimates as illustrated below

$$
\begin{gather*}
\frac{\partial \log L_{2}}{\partial p}=\frac{n_{1}}{p}-\frac{n_{2}}{(1-p)}+\sum_{k=1}^{m} \frac{f_{1}\left(y_{k} ; \theta_{1}\right)-f_{2}\left(y_{k} ; \theta_{2}\right)}{p f_{1}\left(y_{k} ; \theta_{1}\right)+(1-p) f_{2}\left(y_{k} ; \theta_{2}\right)}=0, \\
\frac{\partial \log L_{2}}{\partial \theta_{1}}=\sum_{j=1}^{n_{1}} \frac{\left(1+x_{1 j}\right) e^{-\theta_{1} x_{1 j}\left(\frac{\theta_{1}\left(2+\theta_{1}\right)}{\left(\theta_{1}+1\right)^{2}}-\frac{x_{1 j} \theta_{1}^{2}}{\left(\theta_{1}+1\right)}\right)}}{f_{1}\left(x_{1 j} ; \theta_{1}\right)} \\
+p \sum_{k=1}^{m} \frac{\left(1+y_{k}\right) e^{-\theta_{1} y_{k}}\left(\frac{\theta_{1}\left(2+\theta_{1}\right)}{\left(\theta_{1}+1\right)^{2}}-\frac{y_{k} \theta_{1}^{2}}{\left(\theta_{1}+1\right)}\right)}{p f_{1}\left(y_{k} ; \theta_{1}\right)+(1-p) f_{2}\left(y_{k} ; \theta_{2}\right)}=0, \tag{19}
\end{gather*}
$$

$$
\begin{align*}
& \frac{\partial \log L_{2}}{\partial \theta_{2}}=\sum_{j=1}^{n_{2}} \frac{\left(1+x_{2 j}\right) e^{-\theta_{2} x_{2 j}\left(\frac{\theta_{2}\left(2+\theta_{2}\right)}{\left(\theta_{2}+1\right)^{2}}-\frac{x_{2 j} \theta_{2}^{2}}{\left(\theta_{2}+1\right)}\right)}}{f_{2}\left(x_{2 j} ; \theta_{2}\right)} \\
&+(1-p) \sum_{k=1}^{m} \frac{\left(1+y_{k}\right) e^{-\theta_{2} y_{k}\left(\frac{\theta_{2}\left(2+\theta_{2}\right)}{\left(\theta_{2}+1\right)^{2}}-\frac{y_{k} \theta_{2}^{2}}{\left(\theta_{2}+1\right)}\right)}}{p f_{1}\left(y_{k} ; \theta_{1}\right)+(1-p) f_{2}\left(y_{k} ; \theta_{2}\right)}=0 . \tag{20}
\end{align*}
$$

Furthermore, we use R packages software to solve the system of non-linear equations (18-20) by applying some numerical methods such as Newton Raphson to get the parameter estimates, (see; Kerns (2010)). All the numerical results are displayed later in Section 7.

## 6 Error Rates and Relative Efficiencies

Since there is always a possibility of making the wrong classification, we may need to define the probability of an observation misclassifying. Therefore, we can compute this probability as follows:
Suppose $e_{i k}, i=1,2, k=o, c, m$ denote the conditional probability that an individual from $\Pi_{1}$ is misallocated by the $k^{\text {th }}$ discriminant function, where $o$ denotes optimum, $c$ denotes classified and $m$ denotes mixed. We also have $e_{k}$ that denote the overall error rates which can be obtained by weighting the conditional error rates (total probabilities of misclassification) by the true mixing proportions. So, $e_{k}$ is given by

$$
\begin{equation*}
e_{k}=p_{1} e_{1 k}+p_{2} e_{2 k} . \tag{21}
\end{equation*}
$$

We classify $x \in \Pi_{1}$, if $L D_{k}(x)<0$, for $k=o, c, m$, otherwise $x \in \Pi_{2}$. The probabilities of misclassifying an observation from $\Pi_{i}, i=1,2$ by the linear discriminant function $L D_{k}(x)$ is

$$
\begin{equation*}
e_{1 k}=\operatorname{Pr}\left(a_{k}+b_{k}>0 \mid \Pi_{1}\right), \quad k=o, c, m, . \tag{22}
\end{equation*}
$$

Putting $\gamma_{k}=\left[-a_{k} / b_{k}\right]$, we have

$$
e_{1 k}=\left\{\begin{array}{c}
1-F_{1}\left(\gamma_{k}, \theta_{1}\right), \quad \theta_{1}>\theta_{2},  \tag{23}\\
F_{1}\left(\gamma_{k}, \theta_{1}\right), \\
\theta_{1}<\theta_{2}
\end{array}\right.
$$

where $F_{i}\left(., \theta_{i}\right), i=1,2$ is the cdf of the one parameter Lindley distribution. Similarly, $e_{2 k}$ is given by

$$
e_{2 k}=\left\{\begin{array}{rr}
F_{2}\left(\gamma_{k}, \theta_{2}\right), & \theta_{1}>\theta_{2},  \tag{24}\\
1-F_{2}\left(\gamma_{k}, \theta_{2}\right), & \theta_{1}<\theta_{2}
\end{array}\right.
$$

We can examine the performance of the updated discriminant functions when the additional observations are classified (Model I) and unclassified (Model II) according to the linear discriminant functions estimated from classified and mixed samples by Monte Carlo simulation experiments. The relative efficiency is a performance measure for the developed updating procedures that obtained based on the total error rates. The relative efficiencies of the updated linear discriminant function relative to the initial classified (c) and mixed $(m)$ linear discriminant functions can be denoted, respectively, by,$\varepsilon_{c}$ and $\varepsilon_{m}$, where

$$
\begin{equation*}
\varepsilon_{c}=\frac{\bar{e}_{c}-\bar{e}_{M I I}}{\bar{e}_{c}-\bar{e}_{M I}} \tag{25}
\end{equation*}
$$

and

$$
\begin{equation*}
\varepsilon_{m}=\frac{\bar{e}_{m}-\bar{e}_{M I I}}{\bar{e}_{m}-\bar{e}_{M I}} . \tag{26}
\end{equation*}
$$

Also, we measure the asymptotic relative efficiencies of the updated linear discriminant function by

$$
\begin{equation*}
\varepsilon_{\infty}=\frac{\bar{e}_{M I}-e_{o}}{\bar{e}_{M I I}-e_{o}} . \tag{27}
\end{equation*}
$$

where $M I$ denotes the updating according to completely classified data (Model I), MII denotes the updating according to mixture (unclassified) data (Model II) and o denotes optimum.

## 7 Simulation Experiments

This section examines the performance of estimating and updating the discriminant functions of the MLLD through different types of data classified $(c)$, mixed $(m)$, classified and mixed ( cm ) which are separated according to Model (I) and Model (II). The main goal of this section is to show the usefulness of the linear discriminant function and study the behavior of the MLEs of the mixed and classified samples that used to estimate the linear discriminant function from MLLD. In addition, we investigate the performance of $L D_{m}(x)$ compared with $L D_{c}(x)$ and $L D_{o}(x)$, via the error of misclassification criterion. Besides, we update the discriminant function when the additional observations are mixed or classified. Thus, the simulation algorithm is described as follows:
Generate random samples of sizes 50 and 100 from MLLD using different combinations of parameter values such as $\theta_{1}=0.55,0.70$ with $\theta_{2}=0.5,0.85$ and different values of the mixing proportion $p=0.45,0.75$. Further, we use R package (rlindley) to generate the required random samples from one parameter Lindley distribution via the uniform generator (runif).

Repeat the samples generation according to 1000 replications gives $n_{1}$ observations identifiable from the first component, $n_{2}$ from the second component yielding a mixed sample of size $n=n_{1}+n_{2}$. The numerical results for the simulation process of the MLLD according to classified and mixed samples are displayed in Tables 1, 2, 3 and 4. In Table 1, we calculate the bias and mean squared error (MSE) of the parameter estimates from the mixed samples and compare them with those from the classified samples based on 1000 repetitions and different choices of MLLD parameters. By using the classified samples we have $n_{1}$ is drawn from the first components with parameter $\theta_{1}$ and $n_{2}$ is drawn from the second components with parameter $\theta_{2}$.
Also, in Tables 1, we observe that, the estimates are consistent since the MSE of the MLEs decreases when the sample size increases for both samples classified and mixed. Moreover, we perform a series of simulation experiments in order to study the performance of $L D_{m}(x)$ relative to $L D_{c}(x)$ and $L D_{o}(x)$ as displayed in Table 2 that show the conditional probabilities of misclassification for the classified and mixed samples with the optimal probabilities of misclassification when $n=50,100$.
Therefore, we estimate the unknown parameters of MLLD by MLE and evaluate the total conditional probability of misclassifications, as defined in (22), for the classified, mixture and updated linear discriminant procedures for each generated sample. There were averaged over 1000 repetitions for each combination of MLLD parameters considered and listed in Table 2 where the standard deviation of the probabilities of misclassification is shown in parentheses.
In general, we notice from Table 2 that the standard deviation of $e_{i m}, i=1,2$ are smaller than that of $e_{i c}, i=1,2$ since the mixture samples gives less error in estimating the model unknown parameters. Further, the values of $\bar{e}_{m}$ are closer to the corresponding optimal values than those of $\bar{e}_{c}$. In addition, when p increase, then the optimal probabilities of misclassification decrease. Also, when $\theta_{1}$ or $\theta_{2}$ increase the optimal values decrease.
Besides, in Table 2, we calculate the relative bias to optimal for both mixed and classified. The first entry in each cell under $\left|B\left(\bar{e}_{k}\right)\right|$ is the value of the absolute bias from $e_{o}$, standardized by the standard deviations of $e_{k}, k=m, c$ denoted by $s d_{k}$ which is given by $\left|\bar{e}_{k}-e_{o}\right| / s d_{k}, k=m, c$. The second is the value of the ratio of the absolute bias to $e_{o}$ which is given by $\left|\bar{e}_{k}-e_{o}\right| / e_{o}, k=m, c$. So, we notice that the mixed samples have better results than classified samples since the values of the relative bias according to $e_{o}$ are less in the mixed samples and close to zero.
However, there are some cases where the performance of $\bar{e}_{c}$ getting better and be more close to the optimality especially when the value of the mixing proportion $p$ increase from 0.45 to 0.75 . Conversely, when we increase the value of $\theta_{1}$ from 0.55 to 0.70 we get bad performance for $\bar{e}_{c}$. Moreover, the performance of the mixture discrimination procedure is quite well compared with the classified procedure in terms of total probability.
From Table 3, we can see that the total probabilities of misclassification of the updated procedure are close to the corresponding optimal case. However, the value of the total probabilities of misclassification $\bar{e}_{m}$ decreases as $m$ increase. On the other hand, $\bar{e}_{m}$ and $\bar{e}_{c}$ are not good estimates of $e_{o}$ compared with the total probabilities of misclassification in the updated procedure.
The relative efficiencies and asymptotic relative efficiencies of the updated discriminant
functions, as defined, respectively, in (25), (26) and (27) were calculated and presented in Table 4. In all cases of Table 4 the sample size has a significant effect on the relative efficiency since they are decrease when m increases from 50 to 100 in Model I (classified) and Model II (unclassified). Moreover, when we increasing the mixing proportion p , the asymptotic relative efficiency will decreases at $\theta_{1}=0.55$ and increases at $\theta_{1}=0.70$. In most cases, we notice that the asymptotic value of the relative efficiency decreases when m increases from 50 to 100 .

## 8 Real Data Analysis

In this section, we apply the estimated discriminant function of the MLLD on a real data set to illustrate the importance of the classification process.

## Application 1

The first data considered here represents the ordered lifetimes of 20 electronic components and these data are shown as follows
$0.03,012,0.22,0.35,0.73,0.79,1.25,1.41,1.52,1.79,1.8,1.94,2.38,2.4,2.87,2.99$, $3.14,3.17,4.72,5.09$; (see; Razali and Salih (2009)).
The unknown parameters of the MLLD are estimated using the maximum likelihood method. In order to solve the system of non linear likelihood equations, the R package (nleqslv) is used (see; Kerns (2010)). In addition, we evaluate the Kolmogorov-Smirnove (ks) test statistic and its corresponding p-value using the function ks.test() in R (see; Kerns (2010)) to check the goodness of fit of the real data to MLLD. The results of the MLEs of the MLLD parameters and the ks test statistic are displayed below.

| MLEs for parameters |  |  | ks | P-value |
| :---: | :---: | :---: | :---: | :---: |
| $\hat{p}$ | $\hat{\theta_{1}}$ | $\hat{\theta}_{2}$ |  |  |
| 0.1006 | 0.2555 | 0.7721 | 0.1291 | 0.8511 |

We note that the maximum distance between the data and the fitted MLLD is 0.1291 and that the p -value is 0.851 which indicate that the MLLD is an appropriate model for this data set. Moreover, we apply the linear discriminant function $L D_{m}(x)$ by (16) for the above data set in order to classify the observations in the mixed data set one by one into either $\Pi_{1}$ or $\Pi_{2}$. We find that 1 out of 20 from the first population $\Pi_{1}$ are classified into $\Pi_{1}$ with probability 0.05 and 19 out of 20 from the second population $\Pi_{2}$ are classified into $\Pi_{2}$ with probability 0.95 .

## Application 2

The second application is taken from Torabi et al. (2014). The data set consists of 188 observations that represent the number of successive failures for the air conditioning system of each member in a fleet of Boeing 720 jet airplanes (1963). Again, we use the maximum likelihood method to estimate the unknown parameters of the MLLD and we check the data fitting to the MLLD through the ks test statistic and its p-value. From the results shown below, we note that the maximum distance between the data and the
fitted model is 0.0497 and that the p-value is 0.7429 which reveal that the model is a good fit for the data set.

| MLEs for parameters |  |  | ks | P-value |
| :---: | :---: | :---: | :---: | :---: |
| $\hat{p}$ | $\hat{\theta}_{1}$ | $\hat{\theta_{2}}$ |  |  |
| 0.4602 | 0.0121 | 0.0626 | 0.0497 | 0.7429 |

Also, applying the linear discriminant function $L D_{m}(x)$ in (16) for this data set, we find that 76 out of 188 from the first population $\Pi_{1}$ are classified into $\Pi_{1}$ with probability 0.4043 whereas 112 out of 188 from the second population $\Pi_{2}$ are classified into $\Pi_{2}$ with probability 0.5957 .

## 9 Conclusion

In this paper, the discriminant analysis of the mixture of two one-parameter Lindley distributions is our main goal. So, we have introduced the mathematical formula of the pdf and cdf of this mixture model. Next, the maximum likelihood method has been used in order to estimate the unknown parameters of the underlying mixture model. Furthermore, we discuss the discriminant function of the MLLD and focus on the linear methods for classification. Generally, the linear discriminant function can be considered as a prototype classifier since it is commonly used and easy for interpretation in many situations. Also, we derive the optimal linear discriminant function from the MLLD. We estimate the discriminant function from the MLLD according to mixed and classified samples and we calculate the total probabilities of misclassification in order to check the performance of the classification techniques. moreover, we investigate the problem of updating procedure for the linear discriminant function on the basis of the MLLD in two different situations when the additional observations are classified or mixed. Besides, we evaluate the performance of all the classification procedures via calculating the error rate of misclassification and the relative efficiency means of the estimated discriminant function from the MLLD through a series of simulation experiments. Therefore, we conclude that the total probabilities of misclassification $\bar{e}_{m}$ are closer to the corresponding optimal values than those of $\bar{e}_{c}$. Further, the mixed samples have better results than classified samples since the values of the relative bias according to $e_{o}$ are less in the mixed samples and close to zero. Thus, the performance of the mixed discriminant procedure is quite well compared with the classified procedure in terms of the total probabilities of misclassification. In general, the total probabilities of misclassification of the updated procedure are close to the corresponding optimal case than $\bar{e}_{m}$ and $\bar{e}_{c}$.
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| $9770{ }^{\circ}$ | $6500{ }^{\circ}$ | 90680 | LIもI．0 | L690 $0^{-}$ | 7879 ${ }^{\circ}{ }^{-}$ | ¢969 ${ }^{\text {T }}$ | $8090 \cdot 0$ | $6100{ }^{\circ} 0$ | ¢Lぃて＇L | ${ }^{7907} 0$ | $9000 \cdot 0$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $69700^{\circ}$ | $9800 \cdot 0$ | 9\＆L゙ 0 | 8ett 0 | $69900^{-}$ | L0モ9 $0^{-}$ | z890 Z | LE90＇0 | $9800{ }^{\circ}$ | $8808^{\circ} \mathrm{T}$ | ¢ZLz＊0 | $2000{ }^{\circ}$ | 09 | 09．0 | 02.0 | SLO |
| $9800{ }^{\circ}$ | $6700{ }^{\circ}$ | 9ZLも 0 | モ680＇0 | LZ70 $0^{-}$ | $8989{ }^{\circ} 0^{-}$ | 0¢89＊0 | G9t0 0 | 0L00＇0 | $9918{ }^{\circ}$ | ¢ZIZ 0 | 9880 $0^{-}$ | 00I |  |  |  |
| G900\％ | $8 \pm 00 \cdot 0$ | L967＊ 0 | モLEO 0 | 8810 $0^{-}$ | п669 $0^{-}$ | ¢966．0 | L690．0 | LL00＇0 | L6L6．0 | 9\％7て＇0 | 0670 $0^{-}$ | 09 | 09．0 | $99^{\circ} 0$ | $92 \% 0$ |
| $9800{ }^{\circ}$ | 80L0＇0 | £¢67＊0 | LILO $0^{-}$ | $8180{ }^{\circ}$ | モEtco 0 | 9898．0 | 995． 0 | ZL000 | 7029．0 | L669＇0 | $8 \mathrm{~L} 00{ }^{\circ}$ | 00I |  |  |  |
| ¢¢L0．0 | L¢L0．0 | 8967\％ 0 | 9 $2900^{-}$ | L980\％ 0 | モ\＆゙¢ 0 | モ¢08．0 | 8LL90 | $6900{ }^{\circ}$ | 69720 | L892．0 | $96000^{-}$ | 09 | 980 | 02\％ | 9 F 0 |
| $6670{ }^{\circ}$ | 97 O 0 | 2991＊0 | 0ø91．0－ | LLもT．0 | $8868^{\circ} 0^{-}$ | L908．0 | LZ08．0 | 0L00＊0 | 0¢tc． 0 | L9才¢ 0 | $68000^{-}$ | 00I |  |  |  |
| 27800 | 5870．0 | 20LI＇0 | ¢191．0－ | 08ti．0 | \＆L68＊ $0^{-}$ | E¢98．0 | 0¢Lg．0 | $2800^{\circ} 0$ | LES9．0 | 6802．0 | $6 \mathrm{St0} 0^{-}$ | 09 | 980 | $99^{\circ} 0$ | 9 F 0 |
| 8200＇0 | モ゙ち0．0 | 7ヵ91．0 | 69200 | L601 $0^{-}$ | $6888^{\circ} 0^{-}$ | L060 0 | $9089^{\circ} 0$ | 7000＇0 | 70080 | £872．0 | 0070 $0^{-}$ | 00I |  |  |  |
| 9010＊0 | L9L0＇0 | z\＆Lİ0 | 86200 | 9012．0－ | $99880^{-}$ | L660＇0 | $2898{ }^{\circ}$ | $6700{ }^{\circ}$ | 89te0 | LZ\＆6．0 | $66900^{-}$ | 09 | 09．0 | 02.0 | $9 \$^{\circ} 0$ |
| 0700＇0 | $6080{ }^{\circ}$ | LL0\％＇0 | モ910\％ | $9070{ }^{\circ}$ | 918000－ | L660 0 | \＆Lze 0 | $9000{ }^{\circ}$ | $60 \pm$ \＆$^{0}$ | $6699^{\circ} 0$ | ¢9L0＇0－ | 00I |  |  |  |
| $8800 \cdot 0$ | 892000 | 97Lz＇0 | 9070＊0 | 62L0＇0 | $68700^{-}$ | 0801．0 | 0Ltc．0 | 6700＇0 | \＆LIEO | 9782．0 | 8990＊${ }^{-}$ | 09 | 09．0 | g9．0 | $9 \pm 0$ |
| ${ }^{\text {r }}$ 日 | ${ }^{\text { }} \theta$ | ${ }_{d}$ | ${ }^{\text {r }}$ 日 | ${ }^{\text { }} \theta$ | ${ }_{d}$ | ${ }^{\boldsymbol{z}} \theta$ | ${ }^{\text { }} \theta$ | $\stackrel{\text { d }}{ }$ | ${ }^{2} \theta$ | ${ }^{\text { }}$ 日 | $\stackrel{\text { d }}{ }$ | $u$ | ${ }^{\text {z }}$ 时 | ${ }^{\text { }} \theta$ | d |
|  | ASN | se!g |  |  |  |  | HSN | se！g |  |  |  |  | s．дәұәше．лед әчұ јо sənโел［епұวン |  |  |
| sə［dures pex！n |  |  |  |  |  | sə［dures pey！cselo |  |  |  |  |  |  |  |  |  |


Table 2 : Individual Probabilities of Misclassification from MLLD and relative biases to optimal

| Actual values of the parameters |  |  | $n$ | Classification Procedures |  |  |  |  |  |  |  |  | Relative Bias to Optimal |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Mixtures | Classified |  |  | Optimal |  |  |  |  |
| $p_{1}$ | $\theta_{1}$ | $\theta_{2}$ |  | $e_{1 m}^{-}$ | $e_{2 m}^{-}$ | $e_{m}^{-}$ | $e^{-}{ }_{c}$ | $e_{2 c}{ }_{c}$ | $\overline{e_{c}}$ | $e_{10}$ | $e_{2 o}$ | $e_{o}$ | $\left\|B\left(\bar{e}_{m}\right)\right\| \quad\left\|B\left(\bar{e}_{c}\right)\right\|$ |  |
|  |  |  |  | (Std.dev) |  |  | (Std.dev) |  |  |  |  |  |  |  |
| 0.45 | 0.55 | 0.50 |  | 50 | $0.8755$ | 0.1246 | 0.4625 | $\begin{gathered} 1.1951 \\ (1.6658) \end{gathered}$ | $\begin{aligned} & -0.1350 \\ & (0.1697) \end{aligned}$ | $\begin{gathered} 0.4635 \\ (0.7554) \end{gathered}$ | 1.1149 | -0.0965 | 0.4487 | $0.0825$ | 0.0196 |
|  |  |  | $(0.3311)$ |  | (0.3310) | (0.1672) | 0.0308 |  |  |  |  |  |  | 0.0330 |
|  |  |  | 100 | 0.9016 | 0.0984 | 0.4599 | $\begin{gathered} 1.1740 \\ (0.1994) \end{gathered}$ | $\begin{gathered} \hline-0.0876 \\ (0.1654) \end{gathered}$ | $\begin{gathered} 0.4801 \\ (0.1278) \end{gathered}$ | $\begin{aligned} & \hline 0.0742 \\ & 0.0250 \end{aligned}$ |  |  |  | $\begin{aligned} & \hline 0.2457 \\ & 0.0700 \end{aligned}$ |
|  |  |  |  | (0.2990) | (0.2990) | (0.1510) |  |  |  |  |  |  |  |  |
| 0.45 | 0.70 | 0.50 | 50 | 0.8947 | 0.1053 | 0.4606 | 1.7421 | -0.2194 | 0.6633 | 0.5088 | 0.3372 | 0.4144 | $\begin{aligned} & 0.2967 \\ & 0.1115 \end{aligned}$ | $\begin{aligned} & 0.5339 \\ & 0.6006 \end{aligned}$ |
|  |  |  |  | $(0.3082)$ | (0.3082) | (0.1557) | (1.0330) | (0.0653) | (0.4662) |  |  |  |  |  |
|  |  |  | 100 | 0.9330 | 0.0670 | 0.4567 | $\begin{gathered} \hline 1.7134 \\ (0.0004) \\ \hline \end{gathered}$ | $\begin{aligned} & \hline-0.2355 \\ & (0.0002) \end{aligned}$ | $\begin{gathered} \hline 0.6415 \\ (0.0002) \end{gathered}$ |  |  |  | $\begin{aligned} & \hline 0.3323 \\ & 0.1021 \end{aligned}$ | $\begin{aligned} & \hline 1135.5 \\ & 0.5480 \end{aligned}$ |
|  |  |  |  | $(0.2522)$ | $(0.2521)$ | $(0.1273)$ |  |  |  |  |  |  |  |  |
| 0.45 | 0.55 | 0.85 | 50 | 0.9459 | 0.0542 | 0.4554 | 0.3135 | 0.6798 | 0.5150 | 0.6007 | 0.1880 | 0.3737 | 0.7086 | 0.4163 |
|  |  |  |  | (0.2283) | (0.2283) | (0.1153) | (0.5254) | (0.4427) | (0.3394) |  |  |  | 0.2186 | 0.3781 |
|  |  |  | 100 | 0.9541 | 0.0460 | 0.4546 | 0.0688 | 0.8981 | 0.5249 |  |  |  | 0.7561 | 4.4602 |
|  |  |  |  | $(0.2120)$ | $(0.2120)$ | $(0.1070)$ | $(0.0238)$ | $(0.0585)$ | (0.0339) |  |  |  | 0.2165 | 0.4046 |
| 0.45 | 0.70 | 0.85 | 50 | 0.9438 | 0.0562 | 0.4556 | 0.7816 | 0.2930 | 0.5129 | 0.7735 | 0.1460 | 0.4284 | 0.2343 | 0.1948 |
|  |  |  |  | $(0.2300)$ | $(0.2300)$ | $(0.1161)$ | $(0.7524)$ | $(0.4928)$ | $(0.4337)$ |  |  |  |  | $0.1972$ |
|  |  |  | 100 | 0.9467 | 0.0533 | 0.4553 | 0.6509 | 0.3596 | 0.4907 |  |  |  | 0.2376 | 0.1728 |
|  |  |  |  | $(0.2241)$ | (0.2241) | (0.1132) | $(0.5337)$ | $(0.4890)$ | (0.3606) |  |  |  | 0.0628 | 0.1454 |
| 0.75 | 0.55 | 0.50 | 50 | 0.0503 | 0.9497 | 0.2751 | 0.1376 | 0.6969 | 0.2774 | 0.00001 | 0.99997 | 0.2500 | 0.1843 | 0.7507 |
|  |  |  |  | $(0.2180)$ | $(0.2180)$ | $(0.1362)$ | $(0.0424)$ | $(0.0714)$ | $(0.0365)$ |  |  |  | $0.1004$ | $0.1096$ |
|  |  |  | 100 | 0.0006 | 0.9994 | 0.2503 | 0.1203 | 0.7516 | 0.2781 |  |  |  | 1.500 | 2.0362 |
|  |  |  |  | $(0.0003)$ | $(0.0003)$ | $(0.0002)$ | (0.0076) | $(0.0504)$ | $(0.0138)$ |  |  |  |  |  |
| 0.75 | 0.70 | 0.50 | 50 | 0.0201 | 0.9799 | 0.2600 | 0.1689 | 0.5701 | 0.2692 | 0.0138 | 0.9389 | 0.2451 | 0.1703 | 0.0377 |
|  |  |  |  | $(0.1401)$ | $(0.1401)$ | $(0.0875)$ | $(0.8478)$ | $(0.2517)$ | $(0.6389)$ |  |  |  | 0.0608 | 0.0983 |
|  |  |  | 100 | 0.0081 | 0.9919 | 0.2540 | 0.1881 | 0.5932 | 0.2894 |  |  |  | 0.1598 | 0.6110 |
|  |  |  |  | $(0.0891)$ | $(0.0891)$ | (0.0557) | $(0.0776)$ | $(0.1729)$ | $(0.0725)$ |  |  |  | 0.0363 | 0.1807 |


| \＆999 ${ }^{\text {\％}}$ |  | $\begin{aligned} & 6 L 0 \mathrm{~g}^{\circ} \mathrm{L} \\ & \varepsilon L E \varsigma^{\circ} \mathrm{E} \\ & 9979^{\circ} 0^{-} \\ & 9668^{\circ} 0^{-} \end{aligned}$ | $\begin{gathered} \hline 00 \mathrm{~L} \\ 0 \mathrm{~S} \\ 00 \mathrm{I} \\ 0 \mathrm{~S} \end{gathered}$ | $0{ }^{\circ}$ | 02．0 | 9L\％ | 07 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| \＆LもL＇も |  |  |  |  |  |  |  |
| 670 \＆$^{--}$ <br> モع86．0T－ |  |  |  | 09．0 | 99．0 | GL\％ |  |
| $68 \succcurlyeq 0$ | gLti＇t | $6200{ }^{\text { }}$ | 00I |  |  |  |  |
| 78ZI＇土 | L\＆Z7＇${ }^{\text {L }}$ | 0LZ0＇ I | 09 | $09^{\circ} 0$ | 02．0 | $9^{\circ} \square^{\circ} 0$ |  |
| ธ867．$¢^{-}$ | 68LZ＇I | $0766{ }^{\circ}$ | 00I |  |  |  |  |
| LITOT＇I－ | LL88＇${ }^{\text {I }}$ | 8LZ0＇ I | 09 | $09^{\circ} 0$ | 99.0 | $9 \square^{\circ} 0$ | 0才 |
|  |  |  |  | ${ }^{z_{\theta}}$ | ${ }^{\text { }} \theta$ | $d$ | $u$ |
| 3 | $u_{3}$ | $3_{3}$ | u |  | $\begin{aligned} & \text { нәшехи } \\ & \text { anן } \end{aligned}$ | $\begin{aligned} & 1 \text { әч } \\ & \text { nұจ० } \end{aligned}$ |  |


|  | 99L88ちて＊ 0 | 68L8tgz 0 | モ¢0¢997＊0 | 7880¢¢ ${ }^{\circ} 0$ | 00I |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| c\＆80¢もて．0 | 6L898ちて＇0 | モ\＆0869z＇0 | £もさてゅ9で0 | モL80097＊0 | 0 C | 09．0 | 02\％ | 92.0 |  |
|  | £そL68ちて＇0 | 9867L9z＊0 | ¢9¢そ\％gz＊0 | 79TL787＊0 | 00I |  |  |  |  |
| て6666ฑて＊0 | 0で06ちで0 | 9ZLG097＊0 | ZLIEZgzo | Z999988\％ | 09 | $09^{\circ}$ | $99^{\circ} 0$ | 92.0 | $0 \pm$ |
|  | も6もE8tio 0 | 06886蜃0 | 6LELLE9 0 | 09E669t 0 | 00I |  |  |  |  |
| L9Zたtİ＊ 0 | Lも6797も 0 | モL8809\％ 0 | もL¢0¢も9 0 | モLZ0097＊ | 0 O | $09^{\circ} 0$ | 02\％ 0 | $9 \pm 0$ |  |
|  | L0908砵 0 | LI6L0G＊ 0 | LEL980T＊ | ¢L9789才 0 | 00I |  |  |  |  |
| 8L998䃏0 | も¢8697も 0 | 888G09t 0 | 708L89 ${ }^{\circ}$ | L0LZ¢97＊ | 0 C | $09^{\circ} 0$ | gs．0 | $9)^{\circ} 0$ | 07 |
| ${ }^{\circ} \underline{\underline{2}}$ | $I I N O_{\text {a }}$ | ${ }^{\text {INa }}$ | ${ }^{\circ} \mathrm{a}$ | $w_{\underline{2}}$ | u | ${ }^{8} \theta$ | ${ }^{\text {t }} \theta$ | $d$ | $u$ |
| ［ru！？d） | ssəo๐лd su！̣pepdn |  | рәழ！sse！D | рәх！！ |  | s．əәәшехед әч7 эо sәпןел ןепұフV |  |  |  |
| sә．ınparo．$_{\mathrm{d}}$ uo！̣pey！sse！D |  |  |  |  |  |  |  |  |  |




[^0]:    * Corresponding author: asalmoisheer@ju.edu.sa

