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In this paper, we will see that the proportion of d as p** digit, where p > 1
and d € [0,9], in data (obtained thanks to the hereunder developed model)
is more likely to follow a law whose probability distribution is determined by
a specific upper bound, rather than the generalization of Benford’s law to
digits beyond the first one. These probability distributions fluctuate around
theoretical values of the distribution of the p™ digit of Benford’s law. Know-
ing beforehand the value of the upper bound can be a way to find a better
adjusted law than Benford’s one.
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1 Introduction

Benford’s law is really amazing: according to it, the first digit d, d € [1, 9], of numbers
in many naturally occurring collections of data does not follow a discrete uniform distri-
bution; it rather follows a logarithmic distribution (see the recent books of Miller Miller
(2015) and Berger and Hill Berger and Hill (2015)). Having been discovered by New-
comb in 1881 (Newcomb (1881)), this law was definitively brought to light by Benford
in 1938 (Benford (1938)). He proposed the following probability distribution where the
probability for d to be the first digit of a number is:

1
log(1+ =) .
0g(+d)
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2 Blondeau Da Silva

It was quickly admitted that numerous empirical data sets follow Benford’s law: eco-
nomic data (Sehity et al. (2005)), social data (Golbeck (2015)), demographic data (Ni-
grini and Wood (1995); Leemis et al. (2000)), physical data (Knuth (1969); Burke and
Kincanon (1991); Nigrini and Miller (2007); Alexopoulos and Leontsinis (2014)) or bi-
ological data (Costasa et al. (2008); Friar et al. (2012)) for instance; to such an extent
that this law was used to detect possible frauds in lists of socio-economic data (Varian
(1972); Nigrini (1999); Durtschi et al. (2004); Saville (2006); Tédter (2009); Rauch et al.
(2011)) or in scientific publications (Alves et al. (2014)).

Nevertheless many discordant voices brought a significantly different message. By
putting aside the distributions known to fully disobey Benford’s law (Raimi (1976); Hill
(1988); Tolle et al. (2000); Scott and Fasli (2001); Beer (2009); Deckert et al. (2011)),
this law often appeared to be a good approximation of the reality, but no more than an
approximation (Scott and Fasli (2001); Saville (2006); Deckert et al. (2011); Gauvrit and
Delahaye (2011); Goodman (2016)). Goodman, for example, in Goodman (2016), dis-
cussed the necessity of introducing an error term. Even the 20 different domains, tested
by Benford (in Benford (1938)), displayed large fluctuations around theoretical values.
In Blondeau Da Silva (2019), Blondeau Da Silva, considering data as realizations of a
homogeneous and expanded range of random variables following discrete uniform distri-
butions, showed that, the proportion of each d as leading digit, d € [0, 9], structurally
fluctuates.

Benford’s law can also be extended to digits beyond the first one: the probability for
d, d € [0,9], to be the p' digit of a number is equal to (see Hill (1995)):

10p—1-1

1
log(1 + — .
j—lZOP2 ( 105 + d)

Similarly to first digit case, these distributions have been observed in various areas
(Geyer (2010); Alexopoulos and Leontsinis (2014); Alves et al. (2014)) and, in particular,
have been used to detect frauds (Carslaw (1988); Thomas (1989); Mebane Jr (2006); Cho
and Gaines (2007); Diekmann (2007); Joenssen (2013)). Once more, limits of such meth-
ods were also underlined (Mebane Jr (2006); Cho and Gaines (2007); Diekmann (2007)).
Let us focus on a revealing example: in Saville (2006), Saville studied companies listed
on the Johannesburg Stock Exchange; of the 17 companies known to have manipulated
their accounts, none has passed Saville’s test successfully, which is somewhat comforting.
But, of the other 17 honest companies, 4 also failed the test, which is more troubling.

Building a very similar model to that described in Blondeau Da Silva (2019), the nat-
urally occurring data will be considered as realizations of independant random variables
following the hereinafter constraints: (a) the data is strictly positive and is upper-
bounded by an integer m, constraint which is often valid in data sets, the physical,
biological and economical quantities being limited; (b) each random variable is consid-
ered to follow a discrete uniform distribution whereby the first strictly positive p-digits
integers (p > 1) are equally likely to occur; note that we consider the most straight-
forward model where data is not the realization of a single random variable but of an
expanded range of simple random variables.
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Through this article we will demonstrate that the predominance of 0 over 1 (and of 1
over 2, and so on), as p*™, (p > 1) digit is all but surprising and that the observed fluctu-
ations around the values of probability determined by Benford’s law are also predictible.
The point is that, Benford’s probabilities became standard values that should exactly
be followed by most of naturally occurring collections of data. However the reality is
that the proportion of each d as p™ digit structurally fluctuates. For each p > 1, there
is not a single law but numerous distinct laws that we will hereafter examine.

2 Notations and probability space

Let p and d be two strictly positive integers such that p > 1 and d € [0,9]. Let m be
a strictly positive integer such that m > 10P~1. Let U{10P~1,m} denote the discrete
uniform distribution whereby integers between 10P~! and m are equally likely to be
observed.

Let n be a strictly positive integer such that n > 10P~!. Let us consider the random
experiment &, of tossing two independent dice. The first one is a fair (n 4+ 1 — 10P~1)-
sided die showing n + 1 — 10P~! different numbers from 1 to n 4 1 — 10P~!. The number
i rolled on it defines the number of faces on the second die. It thus shows ¢ different
numbers from 107! to i + 10P~1 — 1.

Let us now define the probability space Q,, as follows: Q,, = {(i,j) : i € [1l,n+1—
10P~1] and j € [10P~1,i 4 10P~! — 1]}. Our probability measure is denoted by P.

Let us denote by Dy, ;) the random variable from 2, to [0, 9] that maps each element
w of Q,, to the p'* digit of the second component of w.

As our aim is to determine the probability that the p'" digit of the integer obtained
thanks to the second throw is d, it can be considered with no consequence on our results
that we first select an integer ¢ equal to or less than n among at least p-digits integers
(following the ¢{10P~! n} discrete uniform distribution); afterwards we select an other
at least p-digits integer equal to or less than i (following the &/{10P~!, i} discrete uniform
distribution).

3 Closely related approaches

In Janvresse and De La Rue (2004), Janvresse and De La Rue already provided a prob-
abilistic explanation for the appearance of Benford’s law in everyday-life numbers: they
showed that it arised naturally when mixtures of uniform distributions were considered.

Furthermore, they established a connection with the theorem of Flehinger (Flehinger
(1966)); via Cesaro-summation method, Flehinger recovered the probability distribution
of the first digit. The cumulative average P% (1) = + Zﬁzl P1,(1) in Flehinger (1966)
(where P]{,(l) is the proportion of the positive integers equal to or less than N, which
have initial digit equal to or less than 1) is exactly P(L, = 1) in (Blondeau Da Silva,
2019, Proposition 2.1.) (i.e. the probability that the first digit of our second throw in
the random experiment is 1, n here playing the same role as N in Flehinger (1966)).
The other cumulative averages, for A € [2,9], P%(A) can also be linked to values of
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P(L, =d), for d € [1,9] (A or d being the value of the considered first digit): indeed,
P%(A) = 22:1 P(Ly = k). Fluctuations around Benford’s values and the existence of
an upperbound are common features of both Flehinger’s and Blondeau Da Silva’s first
digit approaches.

Herzel (in Herzel (1956)) used urn’s models identical or very close to the one described
above. He gave three schemes: equal probability (as in our case) and probability linearly
weighted: according to the size of the urn or according to the square of its size. None of
these schemes produced a limit, but Herzel obtained numerical results close to Benford’s
(Blondeau Da Silva in Blondeau Da Silva (2019) confirmed these findings). Logan and
Goudsmit (in Logan and Goudsmit (1978)) also used the same urn’s model as ours, but
found a limit by improperly neglecting a part of the calculation (see Raimi (1985) and
Blondeau Da Silva (2019)).

All these articles deal mainly with the case where the studied digit is the first one.
Henceforth we will study the case of other digits.

4 Proportion of d
Through the below proposition, we will express the value of P(Dy,,) = d) i.e. the
probability that the pt* digit of our second throw in the random experiment &, is d.
Proposition 4.1. Let k denote the integer such that:

k =max{i € N: 10 < n}.

Let | denote the positive integer such that:

—(10P—14+d)10++1 -
1= 101:+2) |+ 10772,

The value of P(Dy, ) = d) is:

ko 10P~1—1 (10j+(d+1))10°—1

1 b—((95 +d)10° + 1072 — 1)
m(z( 2 2. b+1— 1001

i=0 j=10P=2  b=(105-+d)10¢
10P~1—1 min(10P+¢—1,(10(j+1)+d)10¢—1) 10i(j—|—1) _ 1op-2
DY 2 PR T
j=10P—2—1 a=max(10P*+*~1 (10j+(d+1))10%)

+ T(n,d7p)> )
where T, q.) S, if the p™* digit of n is d:
min(n j k+1_
i (n O MO (95 4+ d)105+1 4+ 1002 — 1)
b+1—10r-1

j=10r—2 b=(10j+d)10%+1
_ i d)10k+1_
. lzé (10(]+1)+z%10 1 10k+1(j i 1) _ 10p—2

, ' a+1-—10r"1
j=10P=2—1 g=max(10P*k (105+(d+1))10k+1)
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or where 1, q.) 18, if the pt* digit of n is all but d:

. k1
Zl: (10””%10 b — (95 + d)10F+L 4 1072 — 1)
b+1—10r-1

j=10P=2  b=(105-+d)10++1
I min(n,(10(j4+1)+d)10*+1 1) 10’““(3‘ 1) - 10P-2
Y > at+1-100-1
j=10P=2—1 a=max(10P** (105+(d+1))10~+1)

Proof. Let us denote by F, ;) the random variable from €, to [1,n + 1 — 10P~1] that
maps each element w of €2, to the first component of w. It returns the number obtained
on the first throw of the unbiased (n-+1—10P~1)-sided die. For each q € [1,n+1—10P"1],
we have:

1
P(F, =q¢)=———. 1
( (n,p) Q) n+1— 1001 ( )
According to the law of total probability, we state:
n+1-10P—1
P(Dppy=d) = Y P(Dpy) =dlFpyp) = 0) P(Fluy) = 0)- (2)
q=1

Thereupon two cases appear in determining the value, for ¢ € [1,n + 1 — 10P~1], of
P(D(np) = d|Fnp) = q)- Let kg be the integer such that k, = max{k € N : 10PF <
g+ 10P~1 — 1} in both cases.

Let us study the first case where the p' digit of ¢ + 10P~! — 1 is d. For all i in
[0, k], there exist 9 x 10P~2 sequences of 10° consecutive integers from (105 + d)10° to
(105 + (d 4+ 1))10° — 1, where j € [10P~2,10P~! — 1], whose p'! digit is d. The higher of
these integers is (10(10P~! — 1) + (d + 1))10¥s — 1, the last (p + k,)-digit number in this
case. Thus, from 10P~! to 10P*t*¢ — 1, the number of integers whose p'* digit is d is:

kq 10P—1—1 (10j+(d+1))10¢—1 kq
>y > 1=9x10"2% 10" = 107~2(10% ! — 1),
i=0 j=10=2  (10j4d)10¢ i=0
This equality still holds true for £, = —1. Such types of sum would be considered

null in the rest of the article. From 107t%¢ to ¢ + 10P~! — 1, there exist ¢ sequences
of 10¥a*+1 consecutive integers from (105 + d)10%a+1 to (105 + (d + 1))10ka*! — 1, where
j € [10P=2,10P~2 4t —1], whose p'" digit is d. There also exist ¢+ 107~ —1— (10(10P~2+
t) + d)10¥+1 4 1 additional integers in this case between (10(10P~2 +t) 4 d)10%*! and
g+ 107~ — 1. Finally the total number of integers whose p'' digit is d is:

10°-2(10Fa+! — 1) + ¢ x 10’%+1 +q+ 10771 =1 — (10(10772 4 ¢)

+ d)10ka 1 41
e, q+10°7L = 1= (9010772 + ) + ) 108+ — 1),
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It may be inferred that:

g+ 10771 = 1= (901072 + 1) + ) 108+ — 1)
P(D(n,p) = d‘F(n,p) = q) = 7 , (3)

the p'! digit of ¢ + 10P~! — 1 being here d.

In the second case, we consider the integers ¢+ 107~ — 1 whose p'" digits are different
from d. On the basis of the previous case, the total number of integers whose p*" digit is
d is, where t is the number of sequences of consecutive integers lower than g+ 10P~! —1:

10P=2(10Fa*1 — 1) 4 ¢ x 10Fa+!
ie. 10kaFTl(10P=2 4 ¢) — 10P72.

It can be concluded that:

10ka+1(10P=2 4 ¢) — 10P—2
= d|Fnp) = q) = q ’ (4)

the p*™ digit of ¢ + 107~ — 1 being here different from d.
Using equalities (1Proportion of dequation.4.1), (2Proportion of dequation.4.2), (3Pro-
portion of dequation.4.3) and (4Proportion of dequation.4.4), we get our result. O

For example, we get:

Ezamples 4.2. Let us first determine the value of P(D(10003,5 = 2). The probability
that the fifth digit of a randomly selected number in [10000,10000] is 2 is 1, those in
[10000,10001] is 3, those in [10000,10002] is & and those in [10000,10003] is . Hence
we have:

1,0 0 1 1

P(D =2 = (>4 -+-+-)~01458.
( (10003,5) ) 4<1+2+3+4> 0.1458

It is the second case of Proposition 4.1theorem.4.1, where n = 10003, d = 2, p = 5,
k = —1 and [ = 1000.
Let us now determine the value of P(D(11133) = 1) (first case of Proposition 4.1theorem.4.1);

in this case, we have k = 0 and [ = 11.

1 99 . 98 10(j+1) j—9 999 g 1009 g4
P(D(1113,8) = 1) = 7( Z +D D + + 2

1014 10] —98 S S0 99 S0 —99 Sppa—99
N 1%‘:9 - 919 “209 00 “21:3 b— 1009)

1010 299 a_1020“_99 p=1110 099
N A T P
T 1014\2 ' 3 11 13 891 892 893 T 910
+£+ +@+@+ 100 101 104)

911 7 920 921 7 1010 1011 7 1014

~ 0.1028.
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Let us determine the value of P(D 9192y = 9) (second case of Proposition 4.1theorem.4.1);
in this case, we have k =0 and [ = 1.

8 10(j+1)+8 . 189 9 199 b— 180 212 19

9 J —
P(D(212.2) =9) = +> X + > + > + D

203( Tlaiogen @79 S0 @9 S 09 a=200a_9>
71(1+1+++++++++ o 4
T 203\10 11 89 180 181
+11++19+19++19)

182 190 ' 191 203
~ 0.0759

5 Study of a particular subsequence

It is natural that we take a specific look at the values of n positioned one rank before
the integers for which the number of digits has just increased.

To this end we will consider the sequence ( P(Dyp = d))n EN\[0,107—1—1]" In the interests
of simplifying notation, we will denote by (P(gnp))nem [o,100-1—1] this sequence. Let
us study the subsequence (P(d7¢< d’p>(n),p))n6N\[[0,p—l]] where ¢4, is the function from
N\ [0,p — 1] to N that maps n to 10™ — 1. We get the below result:

Proposition 5.1. The subsequence (P(d@(d ” (n),p) IneN\[0,p—1] converges to:

Ndp) T Mdp) = Ndp) —dXKkap 1 10" 4+d 1 107

9 x 1071 g0 M —gem1 )+ g In )

1071 +
9 '10P —104+d+1

here:
wnere 1 107 1_11 10j+(d+1)
(d,p) —zj 107 2 In( 10j+(d ))
10P~1-1 .1 (10j4(d+1
ldp) :23 107~ —2 jIn( ( ]IOj)—i-d )
_—loP1_2, 10(j+1)+d
m(d,p)—zjzlop—2 In( 10j+(d+1))

) 2210P*1—2 1 (10(j+1)+d)

j=100=2 J T T0;F(@F1)
Proof. Let n be a positive integer such that n > p. According to Proposition 4.1theorem.4.1,
we have P, n)p) = Pd101-1,p) i-€, knowing that in this case k = max{i € N :
1077 <10" — 1} =n—p— 1:

n—p 10P—1-1(10j+(d+1))10°—1

1 b—((95 +d)10° + 10P~2 — 1)
10"—101’*1(2( Z Z b+1—10r1

=0 j=10P—2  b=(10j5+d)10*

. 1031:1 min(lOPH—l,(lZO(:j-&-l)—i-d)10i—1) 10i(j +1)— 101"_2))
a+1-—10r1 '

j=10P—2—1 a=max(10P+i~1 (105+(d-+1))10¢)

Let us denote by b(; 4,) the positive number:

1031:1 (10j+(dil:))101_1 b— ((9j + d)107 + 1072 — 1)
b+1— 101 7

j=10P=2  b=(105+d)10?
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and by a(; q,) the positive number:
101721:—1 min(lopﬂ‘—1,(§(:j+1)+d)10i—1> 10°(5 + 1) — 1072
a+1-—10r-1

j=10P—2—1 a=max(10P+i—1,(10j+(d+1))10%)

Thus we have:

1 —
P(d7¢(d,p) (n),p) = 107 — 10p-1 Z (b(i,d,p) + a(i,d,p)) .
1=0

Let us first find an appropriate lower bound of P4 (dp) (M),P)" We have:

—1 . i .
. B 10172371 (10 - (1UJ+(d§))10 1 (95 + d)10% + 10P—2 — 10p—1)
(4,d,p) = _ 10p—1
. b+1—10
j=10P—2 b=(10j+d)10%
v 10P—1_1 ' (10j+(d+1))10°~1 1
=9x10PT 2 = N (95 +d)10" + 10772 — 10P7 1) T
j=10p—2 b=(0j1ayioi 0T
Recall that for all integers (p, q), such that 1 < p < ¢:
q
+1 1
m(IT) <3 - <m(-1). (5)
P P k p—1
=p
Consequently, we obtain, for ¢ > 1:
10P~ 11 . ; 1
o2 , . (10§ + (d +1))10% — 107
biap) 29X 10PF2 =% 7 (95 + d) 10 In( (10] + d)10i — 1o0—1 )
j=10p—2
10P~ 11 . 10P—1
i . ; 105 + (d+1) 10 +(d+1)
>9x10PH 72— N (95 4+ d)10" (In(—————) + In(1 + —— )
- ; K ; _ —1
Pl 105 +d 10¢(105 + d) — 107
10P~1 -1 . 10P~11 .
>9x10PH 2 —dx 100 1n(1()]m+,7(%;1))—9x10i > jln(w)
j=10P—2 7+ j=10r—2 7+
S 101‘31)(;1)
- 95 + d)10% In(1 ___— .
> (97410 1+ 10¢(105 + d) — Tor—1))

j=10P—2

Let us denote by k(g the positive number Z;iplgl:% ln(%

number Z;gﬁ;ﬁ;% J ln(%(f;l)). Knowing that for all z €] —1; +-00[, we have In(1+z) <

x, we obtain:

) and I (g the positive

p+i—2 i i R . i 1011'3-12;41—1)
bii,a,p) 29 % 10 —dx10%g,p) =9 x 10%(q,p) — j,%;,z(gj +d)10 107(105 + d) — 10P—1
, v . 107" -1 10p-1
> 9 x 107772 — d x 107k(q,p) — 9 X 10° (g ) — | %; ] 10 T o
i—ton-

10°
106 —1°

>9x 10PT772 — d x 10%k(g ) — 9 X 10%(q ) — 9 x 1072
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Similarly, we have thanks to inequalities (5Study of a particular subsequenceequation.5.5):

10P— 12 . . 1
. oo (10(G 4+ 1) +d)10" + 1 — 107
Uidp) 2 D, (100G +1) = 1077%) In( (10j + (d + 1))107 + 1 — 10p—1
j=10p—2

(1or=1 + d)10* + 1 — 10P ¢
10p+i=1 41 — 10r-1
10p+t + 1 —10P 1
(10 — 10 +d + 1)10% + 1 — 10r—1

+ (10P~2+1 — 10P~2) In(

+ (10P~ 17— 10P=2) In( )

10P—1_2 100+ 1)+ d 10P—1_2 9x(10P71—1)
> 10t Z jln(M)Jrloi Z jln(1+ : 10(J+1_)+d _1)
i—tor—2 105 + (d+1) i—tor—2 (10§ +d +1)10¢ + 1 — 10P
10P—1_o . 9x(10P~1—1)
) _ 10 +1)+d 10(j+1)+d
+ (10° — 10772 In(——~2——)+1In(1+ _
( )<‘ %;72( (10j+(d+1)) ( (10j+d+1)101+1—101)*1)))
j=
107~! 44 ICa)
10P~ 2+ — 10P=2) (In(———%) + In(1 Lor=7+d
+( ) (In(— =) + 11 + 1071107 +1 — oo 1)
10° (10P~1—1)(10—d—1)
10P~ 1+ 1072 (In(————————) + In(1 107 __ .
+( o ra+r Tt G —tor dg nior F 1= 1001

p—1_ i
10 2 ln( 10(j+1)+d

Let us denote by m g, the positive number ) ) and 14,y the positive

j=10P—2 105+(d+1)
10P~1—2 .4 10(j+1)+dy.
number .7,z j In( 10j+(d+1)).
10P—1_o 9x(10P—1—1)
o> 10 10° — 1072 In(1 106G +1)+d
a(i,d,p) = 10" (a,p) + ( )(m(d,p) + . %_2 n(l+ (10j + d+ 1)10% + 1 — 1071 ))
=
; 10P~1 +d ; 10”
10P—2+% _ 10P—2Y] g 1P~ 1+t 1P~ In(————— ).
+ Yn(— =) + M o1 a7 1)
Hence we have:
1 e i—2 i i
Plasoapmm) 2 Tom (a0.a) +b0.ap + D (9X 10772 = d X 10%k(g ) — 9 X 10°0q
i=1
. ) ) 10P—1 4+ d ) 107
@ T p—2+1 -~ = p—1+17 -
+ 10°n(g,p) + 10'm(q,p) + 10 In( Tor=T )+ 10 In( TP 105 dT 1)
10 10P~1 +d 10P
—9x10P72= — 1072 1 1
9 (mga.p) + (=) + (=55 7))
10P—1_9 9x (10P~1—1)
10t — 1072 In(1 10G+1)+d .
o ) %;,2 nit (10j +d + 1)101+1710p—1)))
=

. . . — ; n—p+1_
In light of the following equality Y . 10° = w, we have:
10-P+1(n +m -9l —dkg,y) 1071 10P—1 44
-1 (d,p) (d,p) (d,p) (d,p) +
Pldbapy(m).p) 21077+ 9 g g
+ 5 ( 107 )+
! ¢ | s — €
9 1P —10+d4 17 (hmr)
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where €4, ) 1s:

40.dp) FO0dp) 10°7  dRap) +ap) ~Mdp) ~Map  10PTT | 10P71+d

107 107 9 x 1071 9x10m V101
107 107 10P~Y(n —p) 10P2(n —p) 10~ +d
_ 1 _ _ In(—— ™%
o0 " t0rdar 107 Ton (Man HI( e
_1 —1_ 9x(10P—1—1)
107 1 223 r 2 “TOGFDFd
In(—M — 10° — 1072 In(1 I )
(o a1 ion ;( ) %_2 w1+ Qo d T 110 1 T Tor )
- i

Knowing that for all €] — 1;4+o00], we have In(1 + z) < z, we obtain, for all i €
{1,...,p— 3}

10P—1_9 9?(5(19:;)14:;) 10P—1_2o 9?(5(191;)1;;)
In(1 JT - it
j:%;,z al+ (105 +d +1)107 + 1 — 10?*1) a F%};—z (105 +d + 1)10¢ + 1 — 10p—1
10P

< 10P71A07 < qgp
- d+2 ~

From the above upper bound and the definition of €., ), it may be deduced that

lim e =0.
nstoo (d1D)

Let us now find an appropriate upper bound of P(d’(b( (1)) Thanks to inequalities
(5Study of a particular subsequenceequation.5.5):
10P— 11

biiyapy < 9 X 10PH72 — %" ((95 4 d)10° + 10772 — 107~ 1)
j=10p—2

(105 + (d + 1))10° + 1 — 10P~1

In( - n
(105 + d)10% + 1 — 10P—1
—1
ti2 et i 9 1 105 + (d + 1)
<9 x 107 = > (95 +d)10" + 1072 — 107 )(ln(ﬁ)
j=10r—2 7+
0P~ 11
+ln(1+ 10j+(d+1) ))

101(10j +d) + 1 — 10p—1
<9 X 10PT 72 —d X 10°k(q,p) — 9 X 10°0 (g ) + 107" k(g p) -
Similarly, we have thanks to inequalities (5Study of a particular subsequenceequation.5.5):

0P~ 12

Uiap S D 107G+ 1)In(
j=10P—2

(10( + 1) + d)10* — 10P~ 1
(105 + (d + 1))10% — 10p—1

)

(10p—1 + @)10° — 1071 ) & 1071+ In( 1pp+i — 10p—1
- n -
10p+i—1 —10p—1 (10p — 10+ d + 1)10¢ — 10P—1
10P—1_o 9gx10P—1

. ; ) 10G+D+d

<10° 10’ In(1 ;

< 10na,p) + 107 %72 T W N TS Ty
i=

4+ 10P =2 In(

)

10P—1_2 9x10P—1!

. T0G+D+d
10 In(1 -
10 (mgap) + _ %_2 nit (10j+d+1)1oz-10p—1)>
i=

dx10P—1

10P—14d
) I+ S o1
107 10P~L(10—d—1)

o+ (———— — In(1 10P i .
+ (n(101’710+d+1)+n( +(10p710+d+1)107‘710p_1))

10r—1 44

p—2+1
+10 (In( Tor=T
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Hence we have:

1 n-p ) ) ) )
+i—2
P(d,(b(d,p)(n),p) < 107 = 10p—1 Z (9 x 10PT*=2 _d x IOZk(dyp) —9x 101l(d,p) + 102m(d7p)
=0

+10%n(q,p) + 10P72H hﬁ%ljd) + 10P~ 1+ 1n($)
10P—1_2 9x10P~1
+107 kg p) +10° %;72 IO o dw+(]1+)11)0+idf 1071
=
i
+101j:§;721n( + (103+d+Jl)101— Tor=1)
_ dx1£)f*1 ' 10P~1(10-d-1)
1072 (1 + m) + 107~ (1 + T dlipl)loi —o= )) .
In light of the following equality > . 10 = %, we have:
1 = ,
ngrfoo(m ; 9x 10p+1_2) =10""
n—p
nﬂrfm(_ﬁ Z dx 10%k(4,p)) = Wdﬁ%
1 — ;
A T 1T ;) 9% 10°1(4,p)) = ~l(a,p) 10" 7P

. 1 = m(d,p)
A (o 1ot Z 104 p)) = 9 x 1071

: 1 — "(d,p)
Am (e Z 0'na0) = 57 oo
14d 1 10P—1 4 d
n— 2+z e _—
ngl}}oo(lon —10p-1 Z 10 o1 ) T g0 M e

1 ~ 10 1 10

li - 107 iy “£=Zln(—
nffoo(mnpr*l; o —rart) " 0P Gw0rar 1)
1 ji g
. p—1 _
o 10T ZO 107 kap) =0-
=

Knowing that for all z €] — 1; +oo[, we have In(1 + z) < z, we obtain, for ¢ > 1:

10P—1_o 9x10P~! 107 i
100 > jin(l+ 10G+1) T4 ) < 10i+P-1 T _ Lo 100
it (10§ + d + 1)10% — 10p—1 10p-110¢ —10P-1 ~ 106 —1 — 9
j=
10P—1_9 9x10P—1 107 100
i 10(j+1)+d i 10P—1
10 - <10° - <
, %;72 1+ (105 4+ d + 1)10° — 10@*1) 10P—110¢ — 10P—1 ~ 9 x 10p—1
j=
dx10P~1! dx10P~1 s
10P—2+ In(1 + 0v—Thd ) o qgp-2+i___ 1P T4d < 1Pt <10
10p—110* — 10P—1 10r—110* — 10p—1 — 10r—110¢ —10P—1 — 9
10P~1(10—d—1) p—1+i
) _ 1
10p—l+z 111(1 + 10P ) < 10 < £ 3
(10P — 10 +d + 1)10% — 10P—1 10r—110% — 10P—1 9

Thanks to P(d7¢( 4.y (n),p) UPDEr bound and the above inequalities, the result follows.

11
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Let us denote by (4 ) the limit of (P(d7¢(d’m(n),p))neN\[[pr,lﬂ. Few values of P(d,zb(d,p) (n),p)
are gathered in Tables 1Values of Py 4 (@2 (n),2) and aq ), forn € [2,5]. These values are
rounded to the nearest ten-thousandth.table.caption.3 and 2Values of Pg (@3)(n),3) and

(4,3, for n € [3,5]. These values are rounded to the nearest ten-thousandth.table.caption.4.

d || Plaguzn@2 | Pdown®2 | Pdsun®2 | Pdsun6)2) || %d2)
0 0.1330 0.1144 0.1123 0.1121 0.1121
1 0.1190 0.1103 0.1092 0.1091 0.1091
2 0.1107 0.1068 0.1063 0.1062 0.1062
3 0.1044 0.1037 0.1035 0.1035 0.1035
1 0.0991 0.1007 0.1009 0.1009 0.1009
5 0.0945 0.0979 0.0983 0.0984 0.0984
6 0.0903 0.0953 0.0958 0.0959 0.0959
7 0.0865 0.0927 0.0935 0.0936 0.0936
8 0.0829 0.0902 0.0912 0.0913 0.0913
9 0.0796 0.0879 0.0889 0.0891 0.0891

Table 1: Values of Plapiazn)2) and a(q9), for n € [2,5]. These values are rounded to
the nearest ten-thousandth.

d || Pldgus®3) | Pdsws@®3) | Pldsws)3) || @3
0 0.1045 0.1015 0.1012 0.1012
1 0.1028 0.1011 0.1009 0.1009
P 0.1017 0.1008 0.1007 0.1006
3 0.1008 0.1004 0.1004 0.1004
4 0.1000 0.1001 0.1001 0.1001
5 0.0993 0.0998 0.0999 0.0999
6 0.0986 0.0995 0.0996 0.0996
7 0.0980 0.0992 0.0993 0.0994
8 0.0974 0.0989 0.0991 0.0991
9 0.0968 0.0986 0.0988 0.0989

Table 2: Values of P(d:¢(d 5 (1),3) and a(q3), for n € [3,5]. These values
the nearest ten-thousandth.

6 Graphs of (P, p))nen [o,100-1-1]

are rounded to

Let us plot graphs of sequences (Pg,n,2))nen [o,100-1—1] for values of n from 10 to 1000
(Figure 1For d € [0,9], graphs of (P(4,2))nen [o,100-1 1] -figure.caption.5). Then we plot
graphs of (P4, 3))nen [o,100-1—1], for n € [100,20000] (Figure 2For d € [0, 9], graphs of
(Pdn,3))nem\[o,100-1—1]- Note that points have not been all represented.figure.caption.5).
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- For d e of Figure 2: For d € [0,9], graphs of
igure 1: For € [0,9], graphs o (Pams)nemfoaor—i_1-  Note
(P(dﬂ"u?)>n€N\[[0110p’1—1]]' that points have not been all rep-

resented.

Let us plot two additional graphs of P, ) versus log(n) and P, 3) versus log(n)
for values of n from 10 to 2000000 (Figures 3For d € [0,9], graphs of P, 9) versus
log(n). Note that points have not been all ploted. The first five values of the above
defined subsequence, for each d, being represented by bigger plots.figure.caption.6 and
4For d € [0,9], graphs of Py, 3y versus log(n). Note that points have not been all ploted.
The first four values of the above defined subsequence, for each d, being represented by
bigger plots.figure.caption.6).

Figure 3: For d € [0,9], graphs of Pg, )
versus log(n). Note that points
have not been all ploted. The
first five values of the above
defined subsequence, for each
d, being represented by bigger
plots.

Figure 4: For d € [0,9], graphs of P, 3)
versus log(n). Note that points
have not been all ploted. The
first four values of the above
defined subsequence, for each
d, being represented by bigger
plots.

Through Figures 3For d € [0,9], graphs of Py, 9) versus log(n). Note that points
have not been all ploted. The first five values of the above defined subsequence, for each
d, being represented by bigger plots.figure.caption.6 and 4For d € [0, 9], graphs of Py, 3
versus log(n). Note that points have not been all ploted. The first four values of the
above defined subsequence, for each d, being represented by bigger plots.figure.caption.6,
the proportion of each d as p*" digit, for d € [0, 9], seems to fluctuate and consequently
not follow Benford’s law. Each "pseudo cycle” seems to be composed of 9 x 1072
short waves. Note that these observations were not obvious in view of Figures 1For
d € [0,9], graphs of (P(gn.2))nen [o,100-1—1]-figure.caption.5 or 2For d € [0, 9], graphs of
(P(d,n,3))nem\[0,10--1—1]- Note that points have not been all represented.figure.caption.5.
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Recall that, in the first digit case, similar cycles have already been highlighted (Herzel
(1956); Flehinger (1966); Blondeau Da Silva (2019)).
We can also prove the following result:

Proposition 6.1. For all n € N\ [0,10°~! — 1] such that n > 10°P~! + 9 and for all
(a,b) € [0,9]? such that a < b, we have:

Planp) > o) -

The relative position of graphs of P, ), for d € [0,9], can be observed on Figures
1For d € [0, 9], graphs of (P4,,,2))nen\[0,100-1—1]-figure.caption.5, 2For d € [0, 9], graphs
of (P(4,n,3))nem\[o,100-1—1]- Note that points have not been all represented.figure.caption.5,
3For d € [0,9], graphs of Pg, 2) versus log(n). Note that points have not been all ploted.
The first five values of the above defined subsequence, for each d, being represented by
bigger plots.figure.caption.6 and 4For d € [0,9], graphs of P4, 3) versus log(n). Note
that points have not been all ploted. The first four values of the above defined subse-
quence, for each d, being represented by bigger plots.figure.caption.6.

Proof. (a,b) € [0,9]? such that a < b. For all m € [10P~!,n], let us denote by &,
the subset of N such that &, ,,,) = {j < m : the pth digit of j is a}.

For all e € &y, We consider ¢’ = e — (b—a) x 10%9-P where dg is the number of
digits of the integer e. It is clear that e’ € &la,m)- Thus we get: ‘E(am)‘ > }E(b,m)‘.

We also have P, 10p-144,) = a%rl > Py 10r-144a,p) = 0. The result follows. O

Remark 6.2. For n € N\ [0,10°P~! — 1], we have, if n < 10P~! + d, Plgnpy = 0. Hence
for all n € N\[0, 10~ — 1] and for all (a, b) € [0,9]? such that a < b, we have:
Plamp) Z Fonp) -
Let us henceforth provide the following equality:
Proposition 6.3.

Planp) = n—i—lil()PH (P(d710k+p_1,p) x (1087 — 10771 + T(n,d,p)> ,
where:
k =max{i € N:10""? < n}.
Proof. The result comes directly from Proposition 4.1theorem.4.1. O

7 Study of 9 x 10?2 additional subsequences

To definitively bring to light the fact that the sequence (Pqn p))nem o,100-1—-1] does not
converge, we will show that there exist additional subsequences that converge to limits
different from those of (P(d7¢(d,p) (n),p))nEN\[[O,p—l]]'

For i € [10P=2,10P~! — 1], let us in this way study the 9 x 10P~2 subsequences
(P(d,w(d,p@(n),p))neN\[[O,p—l}] where (4,4 is the function from N\ [0,p — 1] to N that
maps n to (10i + (d + 1))10" P! — 1. We get the below result:
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Proposition 7.1. i € [10P72, 10771 — 1].
The subsequence (P(dv'd)(d,p,i) (n),p))neN\[0,p—1] converges to:

_ . _ _ p—1
a(ap)10P i+ 1= 10P"2 — k(g iyd = (ap i) + Md,pi) + N(dpi) + 10772 In(1=F7)
10i+d+1

)

where:

j 105+ (d+1
K(dp.i) :Z;:wzﬁ—? ln(%)

i , 07+ (d+1
l(d,p,i) :Zj:IOP*Q J ln(l( Jlgj;rjl— ))

i-1 10(j+1)+d
m(d,pﬂ'):Zj:lop—? In( 1OjJJE(d+§) )d

i—1 110G+
"(d,pi) :Zj:IOP—2 JIn( 10j]+(d+1)) :

Proof. i € [10°P=2,10°P~! — 1]. Thanks to Proposition 6.3theorem.6.3, we have, for n €
N\ [0,p —1]:

1
P(d,’lb(d,p,z‘)(n),p) = (101 + (d + 1))10n7p+1 — ]_Opfl

(P(d,lon—Lp) X (10” — 1017—1)

+ T(w(d,p,mn),d,p)) :

The first term of T(ta,p.0y (n)d,p) CALL be simplified as follows:

. . n—p+1__
zz: (10]+(d+1)2)1:0 1 X (9] + d)lonﬂﬂrl + 1072 — 10p*1>
b+ 1—10r-1

j=10P—2  b=(10j+d)10m—p+1
=10"PH (G —107 4 1) = > (95 +d)10m P 410772 — 1077
j=10r—2
(1054 (d+1))10m P+ 1 1
Z _ p—1
b=(10j4d)10m—P+1 b+1-10

~ 10PN — 107 4 1) = Y (95 + d)10™ P In(

n—-+oo
j=10r—2

105 + (d + 1)

105 +d )

thanks to inequalities (5Study of a particular subsequenceequation.5.5).
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The second term of r, (dpuiy (), d,p) CALL be simplified as follows:

izi (10(j+1)+dz)1:onp+1_1 P 1) 1002
j - a+1—10r-1
j=107=2—1 a=max(10",(10j+(d+1)) 107 ~P+1)
(10P=14g)10n P+l
— (10nfp+110p72 - 10p72) Z
a=10"
i—1  (10(j+1)+d)10"—P+1 1 .

TS ID SR S —
21072 a=(10j4(d+1))10n 41 & tl-

i—1 ,
- , 10(j +1)+d
+ E 10" PG4+ D) In(———
) j=10r-2 | ) (103 +(d+1)

1
a+1—10r-1

1071+ d
n—1
et 10 1n(710P*1

)
thanks to inequalities (5Study of a particular subsequenceequation.5.5).
Knowing that Pg10n_1,p) o M) (see Proposition 5.1theorem.5.1), the result fol-
lows. O

Let us denote by Qd,p,i) the limit of (P(d,w(d%i)(n),p))nGN\[[O,pfl]] . Few values of P(dyw(d,p,i)(n)ap)
are gathered in Tables 3Values of Py, n)2) and agz7), for n € [2,5] and i = 7.
These values are rounded to the nearest ten-thousandth.table.caption.7 and 4Values of

Pldpia.s.05 (n),3) and (q;3,23), for n € [3,5] and ¢ = 23. These values are rounded to the
nearest ten-thousandth.table.caption.8.

d || Pawann®.2 | Pdvan®.2 | Pavwsn@.2 | Pavusn6)2 || %27
0 0.1182 0.1152 0.1148 0.1148 0.1148
1 0.1127 0.1111 0.1109 0.1109 0.1109
2 0.1082 0.1074 0.1073 0.1073 0.1073
3 0.1042 0.1040 0.1040 0.1040 0.1039
1 0.1006 0.1008 0.1008 0.1008 0.1008
5 0.0973 0.0978 0.0979 0.0979 0.0979
6 0.0942 0.0950 0.0951 0.0951 0.0951
7 0.0913 0.0923 0.0924 0.0925 0.0925
8 0.0886 0.0898 0.0899 0.0900 0.0900
9 0.0860 0.0874 0.0876 0.0876 0.0876

Table 3: Values of P(d7¢'(d 2y (n),2) and a(qz27), for n € [2,5] and i = 7. These values are
rounded to the nearest ten-thousandth.

As a result, the sequence (P, p))nen [o,100-1—1] does not converge. The 9 x 1072
convergent subsequences confirm the remarks raised by Figures 3For d € [0, 9], graphs
of P42y versus log(n). Note that points have not been all ploted. The first five values of
the above defined subsequence, for each d, being represented by bigger plots.figure.caption.6
and 4For d € [0,9], graphs of Py, 3y versus log(n). Note that points have not been
all ploted. The first four values of the above defined subsequence, for each d, being
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d || Plavaszs®.3) | s @.8) | Pldvwsan®)3 || %d3.23
0 0.1037 0.1023 0.1022 0.1021
1 0.1026 0.1018 0.1017 0.1017
2 0.1017 0.1012 0.1012 0.1012
3 0.1009 0.1007 0.1007 0.1007
4 0.1007 0.1002 0.1002 0.1002
5 0.0995 0.0997 0.0997 0.0997
6 0.0988 0.0992 0.0993 0.0993
7 0.0982 0.0987 0.0988 0.0988
8 0.0976 0.0983 0.0983 0.0983
9 0.0969 0.0978 0.0979 0.0979

Table 4: Values of Pqy,, ;.5 (n),3) and o(4323), for n € [3,5] and i = 23. These values
are rounded to the nearest ten-thousandth.

represented by bigger plots.figure.caption.6 about the existence of ”pseudo cycles” in
the graph of (P(g,n.p))nem [o,100-1-1]-

8 Central values

From Figures 3For d € [0,9], graphs of Pg, ) versus log(n). Note that points have not
been all ploted. The first five values of the above defined subsequence, for each d, being
represented by bigger plots.figure.caption.6 and 4For d € [0, 9], graphs of Py, 3y versus
log(n). Note that points have not been all ploted. The first four values of the above
defined subsequence, for each d, being represented by bigger plots.figure.caption.6, we
notice that there exist fluctuations in the graph of (P4 p))nem [o,100-1-1]- We define
Cq,p) as follows:

Definition 8.1.
1 10r—1-1
C(dvp) = 9 % 10pP—2 Z X(d,p,i) -

i=10P—2

Figure 5Graph of Py, 2) versus log(n). Note that points have not been all represented.
Lines whose equation is y = (g 24, for i € [1,9], have also been ploted. Note that those
of equations y = «ap21) and y = o2,y are almost coincident. We have Cg ) =~
0.1170.figure.caption.9 below shows the different values of a g 5, for i € [1,9] and also
the values of Py, 2) versus log(n) for n € [10,2000000]:

These means values are very close to the theoric value highlighted in Hill (1995)
as can be seen in below tables (Tables 5Values of C(,,) and probabilities associated
to the second digit (Hill (1995)), for p = 2. These values are rounded to the nearest
ten-thousandth.table.caption.10 and 6Values of C4 ;) and probabilities associated to the
third digit (Hill (1995)). These values are rounded to the nearest ten-thousandth.table.caption.11,
where p = 2 and p = 3, respectively).

We furthermore note, thanks to Table 5Values of C(4,) and probabilities associated
to the second digit (Hill (1995)), for p = 2. These values are rounded to the nearest
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Figure 5: Graph of P, 2) versus log(n). Note that points have not been all represented.
Lines whose equation is y = a4, for i € [1,9], have also been ploted. Note
that those of equations y = g 2,1) and y = g 2,7) are almost coincident. We
have C(g 2) =~ 0.1170.

ten-thousandth.table.caption.10, that C 9) slightly underestimates Z?:l log(1+ ﬁ) as
can be infered from Figure 5Graph of P, ) versus log(n). Note that points have not
been all represented. Lines whose equation is y = a2, for i € [1,9], have also been
ploted. Note that those of equations y = (g 21) and y = qg2,7) are almost coincident.
We have C(g 2) =~ 0.1170.figure.caption.9.

It can be added that Definition 8.1theorem.8.1 comes close to:

10P—1
Piop1(A) = > Pii(4)
M=1

where A is the first digit considered, defined in Flehinger (1966). These cumulative
averages allowed Flehinger to approximate ever more finely Benford’s first digit values.

9 Applications

Among the different domains studied by Benford (Benford (1938)), some could be well
adapted to our model: sizes of populations or street addresses for example (see Blon-
deau Da Silva (2019) for a detailed explanation). In Janvresse and De La Rue (2004),
Janvresse and De La Rue advised precisely to use their own similar model in the case of
street addresses or when considering the first-page numbers of articles in a bibliography.

Indeed the defined model is relevant when the studied data can be considered as
realizations of a homogeneous and expanded range of random variables approximately
following discrete uniform distributions.

The below proposition could help us to determine whether a data set is likely to verify
these conditions or not. Actually our model induces the following distribution of positive
integers in our datasets:

Proposition 9.1. Let us keep the previous notations. We denote by X, ) the random
variable from Q, to N that maps each element w of {1, to the second component of w.
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d|| Cup | X)—1log(l + i)
0 || 0.1170 0.1197
11 0.1122 0.1139
21| 0.1079 0.1088
3| 0.1039 0.1043
4 || 0.1001 0.1003
5 || 0.0967 0.0967
6 || 0.0935 0.0934
7 || 0.0905 0.0904
8 || 0.0878 0.0876
9 || 0.0851 0.0850

Table 5: Values of C(4,) and probabilities associated to the second digit (Hill (1995)),
for p = 2. These values are rounded to the nearest ten-thousandth.

We have:
) n+1—10P—1
—1. — - E : n
VEk € [10P7 " n], P(X(n,p) =k) = n—10r-1 41 i
i=k+1—10r—1

Proof. Let us recall that F{,, ) is the random variable from €2, to [1,n+1— 10P~1] that
maps each element w of €2, to the first component of w. According to the law of total
probability, we state, for k € [10P~1; n]:

n+1—10P~1
P(X(mp) =k)= Z P(X(n,p) = k‘F(n,p) =) P(F(nvp) =)
i=1
n+1—10P~1 1
= Z; PXnp) = klFnp) =0 X =551
1 n+1-10P~1
=i 2 PXap = HEep =)
i=k+1—10p—1
n+1-10P~1

1 1
T n+1-1001 Z i
i=k-+1-10p—1

This result is still valid for p = 1.
Hence, in order to conform as closely as possible to our model, the studied database
must have a distribution similar to that described in Proposition 9.1theorem.9.1. Figures
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d C(d,3) Z?ilo log(1 + m)
0 || 0.1016 0.1018
1] 0.1013 0.1014
2 || 0.1009 0.1010
3 || 0.1005 0.1006
4 || 0.1002 0.1002
5 || 0.0998 0.0998
6 || 0.0994 0.0994
7 1 0.0991 0.0990
8 || 0.0987 0.0986
9 || 0.0984 0.0983

Table 6: Values of C(4,) and probabilities associated to the third digit (Hill (1995)).
These values are rounded to the nearest ten-thousandth.

0,01 0,0045
0,009 0,004

0,008 -1~ 0,0085
0007 0003+
0,006}

i 0,0025
0,005

Probability
Probability

0,002
0,004

0,002 0,0015

0.002 0,001

0,001 0,0005

0 0
0 100 200 300 400 500 600 700 800 0 200 400 600 800 1000 1200 1400 1600 1800 2000

Random variable X Random variable X

Figure 6: The second digit case (p = 2), Figure 7: The third digit case (p = 3), the
the value of n being 800. value of n being 2000.

6The second digit case (p = 2), the value of n being 800.figure.caption.12 and 7The third
digit case (p = 3), the value of n being 2000.figure.caption.12 provide two examples:
Let’s take an example:

Ezample 9.2. The addresses of 42975 French educational establishments are available on
the site www.data.gouv.fr (data.gouv.fr (2017)), which is an open platform for French
public data. Among these establishments, we limit ourselves to the study of those whose
street numbers are strictly less than 200: they represent more than 95% of them.

Their distribution (Figure 8The distribution of the street numbers (less than 200) of
French educational establishments.figure.caption.13) looks similar to the one described
by our model (Proposition 9.1theorem.9.1). In Table 7Values of frequency of d as second
digit in the database, Benford’s theoretical values and P4 1999) values, for d € [0, 9].
These values are rounded to the nearest ten-thousandth.table.caption.14 below, the fre-
quencies of each d € [0,9], regarding the second digit of address numbers, are listed.
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Figure 8: The distribution of the street numbers (less than 200) of French educational

establishments.
d || Frequency in the database | P(41992) | Benford’s values
0 0.1503 0.1349 0.1197
1 0.1187 0.1230 0.1139
2 0.1137 0.1143 0.1088
3 0.0980 0.1069 0.1043
4 0.0968 0.1003 0.1003
5 0.1024 0.0944 0.0967
6 0.0889 0.0889 0.0934
7 0.0792 0.0838 0.0904
8 0.0786 0.0790 0.0876
9 0.0736 0.0745 0.0850

Table 7: Values of frequency of d as second digit in the database, Benford’s theoretical
values and Py 1992) values, for d € [0,9]. These values are rounded to the
nearest ten-thousandth.

It can be seen that the values for d = 0 and d € {6,7,8,9} are much better with
our model. This can be quantified with Pearson’s chi-squared test of goodness of fit
(Pearson (1900)). The chi-squared test statistic is approximately 85.9 regarding our
model and approximately 300.8 considering Benford’s values. The critical value from
the chi-squared distribution with 9 degrees of freedom and 95% confidence level is ap-
proximately 16.92. The observed frequencies distributions in both cases differ from the
theoretical distributions, but the results of our model are undeniably better.

However, limits of our example lie in the fact that (i) the distribution of street numbers
(Figure 8The distribution of the street numbers (less than 200) of French educational
establishments.figure.caption.13) is far from being perfectly identical to the one described
in Proposition 9.1theorem.9.1 (indeed the curve tends more slowly towards the abscissa
axis and some street numbers are over-represented, as some round numbers: 50, 60, 70,



22 Blondeau Da Silva

75, 80, 100, 110 etc.); (ii) the value 199 is rather arbitrary, it enables avoiding part of the
pitfalls described above in (i) but deviates us from the model (indeed beyond 200 the
curve continues to tend slowly toward the axis, contrary to our model, and the weight
of the over-represented numbers becomes overly large).

Finally, Benford’s law, as previously noted, is not as effective as expected in determin-
ing with certainty whether a dataset is fraudulent or not. Our probability distributions
could obtain better results allowing a certain flexibility in the frequencies of occurrence
of digits around Benford’s values: some data sets falsely judged fraudulent could thus
be declared "normal” and vice versa.

10 Conclusion

To conclude, through our model, we have seen that the proportion of d as p*™* digit,
d € [0,9], in certain naturally occurring collections of data is more likely to follow a law
whose probability distribution is (d, P p))defo,0], Where n is the smaller integer upper
bound of the physical, biological or economical quantities considered, rather than the
generalized Benford’s law. Knowing beforehand the value of the upper bound n can be
a way to find a better adjusted law than Benford’s one.

The results of the article would have been the same in terms of fluctuations of the
proportion of d € [0,9] as p" digit, of limits of subsequences, or of results on central
values, if our discrete uniform distributions uniformly randomly selected were lower
bounded by a positive integer different from 10P~!: first terms in proportion formulas
become rapidly negligible. Through our model we understand that the predominance
of 0 as p' digit (followed by those of 1 and so on) is all but surprising in experimental
data: it is only due to the fact that, in the lexicographical order, 0 appears before 1, 1
appears before 2, etc.

However the limits of our model rest on the assumption that the random variables used
to obtain our data are not the same and follow discrete uniform distributions that are
uniformly randomly selected. In certain naturally occurring collections of data it cannot
conceivably be justified. Studying the cases where the random variables follow other
distributions (and not necessarily randomly selected) sketch some avenues for future
research on the subject.

Appendix: Python script

Using Proposition 4.1theorem.4.1, we can determine the terms of (P(d’nvp))neN\ﬂ0710p71_1],
for d € [0,9]. To this end, we have created a script with the Python programming lan-
guage (Python Software Foundation, Python Language Reference, version 3.4. available
at http://www.python.org, see Van Rossum (1995)). The implemented function ez-
pvalProp has three parameters: the rank n of the wanted term of the sequence, the
position p of the considered digit and the value d of this digit. Here is the used algo-
rithm:

def expvalProp(n,d,p):
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k=-1;
while(10**(k+p+1)j=n):
k=k+1
I=math.floor((n-(10**(p-1)+d)*10**(k+1))/10**(k+2))+10**(p-2);S=0; T=0;
if (k!=-1):
for i in range(0,k+1):
for 3 in range(10**(p-2),10%*(p-1)):
for b in range((10%j+d)*10**i, (10%j+(d+1))*10**i):
T=T+(b-((9%+d) *10**i-+10%*(p-2)-1)) / (b+1-10%*(p-1))
for j in range(10**(p-2)-1,10**(p-1)):
for a in range(max(10**(p+i-1),(10%j+(d+1))*10%**i), min(10**(p+i),(10*
(G+1)+d)*10%%1)):
S=S+((j+1)*10%%i-10%*(p-2)) / (a+1-10%*(p-1))
if ((math.floor(n/10**(k+1))-10*math.floor(n/10**(k+2)))==d):
for j in range(10**(p-2),1+1):
for b in range((10%j+d)*10**(k+1),min(n,(10%j+(d+1))*10**(k+1)-1)+1):
T=T+(b-((9%5+d) *10**(k+1)+10**(p-2)-1)) / (b+1-10**(p-1))
for 3 in range(10**(p-2)-1,1):
for a in range(max(10**(p+k),(10%j+(d+1))*10**(k+1)),(10*(j+1)+d) *10**
(k+1)):
S=S+((j+1)*10**(k+1)-10**(p-2)) /(a+1-10**(p-1))
else:
for j in range(10**(p-2),1+1):
for b in range((10%j+d)*10**(k+1),(10%j+(d+1))*10**(k+1)):
T=T+(b-((9%+d)*10**(k+1)+10%**(p-2)-1)) /(b+1-10**(p-1))
for 3 in range(10**(p-2)-1,1+1):
for a in range(max(10**(p+k),(10%j+(d+1))*10**(k+1)),min(n,(10*(j+1)+d)
*10**(k+1)-1)+1):
S=S+((+1)*10**(k+1)-10**(p-2)) /(a+1-10**(p-1))
return((S+T)/(n+1-10%*(p-1)))
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