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This paper proposed the distribution of Cook-Weisberg statistic used to
evaluate the influential observations in linear multiple regression analysis.
The authors explored the relationship between the CW statistic and COV
ratio (Co-variance ratio) in terms of two independent F-ratio’s and they show
the derived density function of the measure in a series expression form. More-
over, the first two moments of the distribution are derived in terms of Beta,
di-gamma, poly-gamma functions, upper control limit of CW-statistic is also
established and the authors computed the critical points of CW-statistic at
5% and 1% significance level for different sample sizes and varying no.of
predictors. Finally, the numerical example shows the identification of the in-
fluential observations and the results extracted from the proposed approaches
are more scientific, systematic and it’s exactness outperforms the traditional
approach.

keywords: CW-statistic, influential observations, COV-Ratio, F-ratio,Beta
function

1 Introduction and Related work

The Studentized residuals and the plot of the residuals were considered the most ap-
propriate statistical devices to detect potentially critical observations in the literature
before the third quarter of the 20th century. Behnken and Draper (1972) have clari-
fied that the estimated variance of the residuals, include pertinent information beyond
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that provided by plots of residuals or studentized residuals. Similarly, they discussed
the variances of residuals in several more complicated designs. Hoaglin and Welsch
(1978) expressed, projection matrix known as the hat matrix contains this information
and, together with the studentized residuals, provides a means of identifying excep-
tional data points. Cook (1977) were the first to establish a simple measure, Di that
incorporates information from the X-space and Y-space used for assessing the influen-
tial observations in regression models. The problem of outliers or influential data in
the multiple or multivariate linear regression setting has been thoroughly discussed with
reference to parametric regression models by the pioneers namely Cook (1977), Cook
and Weisberg (1982), Belsley et al. (2005) and Chatterjee and Hadi (2009) respectively.
In non-parametric regression models, diagnostic results are quite rare. Among them,
Eubank (1985), Silverman (1985),Thomas (1991) , and Kim (1996) studied residuals,
leverages, and several types of Cook’s distance in smoothing splines, and Kim and Kim
(1998), Kim et al. (2001) proposed a type of Cook’s distance in kernel density estimation
and in local polynomial regression. The phrase ‘influence measures’ has glimpsed a great
surge of research interests. The developments of different measures are investigated to
identify the influential observation from the early criteria of Cook’s to the present and a
definition about influence, which appears most suitable, is given by Belsley et al. (2005).
Cook’s statistical diagnostic measure is a simple, unifying and general approach for judg-
ing the local influence in statistical models. As far as the influence measures are concern
in the literature, the procedures were designed to detect the influence of observations on
a specific regression result. However, Hadi (1992), proposed a diagnostic measure called
Hadi’s influence function to identify the overall potential influence which possesses sev-
eral desirable properties that many of the frequently used diagnostics do not generally
possess such as invariance to location and scale in the response variable, invariance to
non-singular transformations of the explanatory variables, it is an additive function of
measures of leverage and of residual error, and it is monotonically increasing in the
leverage values and in the squared residuals.Recently, Dıaz-Garcıa and González-Farıas
(2004) modified the classical cook’s distance with generalized mahalanobis distance in
the context of multivariate elliptical linear regression models and they also establish
the exact distribution for identification of outlier data points. Considering the above
reviews, the authors proposed the exact distribution of Cook-Weisberg statistic which in
need to exactly identify the influential data points and it is discussed in the subsequent
sections.

2 Relationship between Cook-Weisberg statistic and
Covariance Ratio

The multiple linear regression model with random error is given by

Y = Xβ + e (1)

where Y(n×1) is the vector of values of the dependent variable, X(n×(p+1))is an full
column rank matrix of predictors, β(k×1) is the vector of beta co-efficients or partial
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regression co-efficients and e(n×1)is the vector of residual followed normal distribution
N (0,σ2eIn) respectively. From (1), statisticians concentrate and give importance to the
error diagnostics such as outlier detection, identification of leverage points and evalu-
ation of influential observations etc. Several error diagnostics techniques exist in the
literature proposed by statisticians, but Cook-Weisberg statistic which is having an
abbreviation (CW )is the interesting technique to evaluate the influential observations
proposed by Cook and Weisberg(1980).It is the logarithm of the ratio of the volume of
the (1− α) 100%confidence ellipsoids with and without the ith observation as a measure
of influence. The original version of the CW-statistic was reduced and it is given as

CWi = −1

2
log (1− hii) +

p

2
log

(
(n− p− 2)F(α;p+1,n−p−1)(
n− p− t2i

)
F(α;p+1,n−p−2)

)
(2)

From (2), CWi is visualized in terms of the squared external studentized residual (ti)
follows t-distribution with n-p-2 degrees of freedom,hii are the hat-values or the diagonal
elements of the hat matrix (H ) andF(α;p+1,n−p−1), F(α;p+1,n−p−2) are the upper α points
of the F-distribution with the appropriate degrees of freedom. Further(2)can be modified
and exhibit in a more convenient form as

CWi = −1

2
log (CV Ri) +

p

2
log

(
F(α;p+1,n−p−1)

F(α;p+1,n−p−2)

)
(3)

From (3), Cook and Weisberg explored the relationship between the CW-statistic and the
(CVR) stands for Covariance-ratio of the ith observation. They argue, if this quantity
CW is large and positive, then deletion of the ith observation will result in a substantial
decrease in volume and if it is large and negative, that will result in a substantial increase
in volume. Hence, if the volume of the ellipsoid will increase or decrease or if the
quantum of increase or decrease is very large, then the particular observation is said
to be influential. Though the CW-statistic is scientific, will it helps the statisticians to
exactly identify the influential observations in a sample? The answer will be no? Because
Cook and Weisberg failed to give an exact calibration point which in need to accurately
identify the influential observation. For this, the authors made an attempt to propose
the exact distribution of CW-statistic in a finite sample and make this approach more
scientific by fixing meaning full criterion as a calibration point. To identify the exact
influential observations in a finite sample, the authors proposed the exact distribution for
CW-statistic by utilizing its relationship with Co-variance ratio (CVR) and it discussed
in the next section.

3 Relationship between Covariance Ratio and F-ratios

Kuh-Welsch ratio or COVRATIO is the mnemonic abbreviation of the term ‘Covariance
ratio’ is the interesting technique which is also based on the volume of confidence ellip-
soids. It is a simple fact, (CV Ri)is a measure of the influence of the ith observation on
the variance of estimated regression co-efficients |[|

]
Σ̂β̂ can be measured by comparing
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the ratio of the two determinants |[|
]
Σ̂β̂(i)

and |[|
]
Σ̂β̂,where

(
Σ̂β̂(i)

)
is the variance of

estimated regression co-efficients without the ith observation. The general form of the
CV Ri of the ith observation is given by

CV Ri =
|[|
]
Σ̂β̂(i)

|[|
]
Σ̂β̂

=

∣∣∣∣ ∧σ2e(i) (XT
(i)X(i)

)−1∣∣∣∣∣∣∣∣ ∧σ2e (XTX)−1
∣∣∣∣ (4)

Where
∧
σ2e ,

∧
σ2e(i) are the estimated variance of residuals,

(
XTX

)
,
(
XT

(i)X(i)

)
are the de-

sign matrix of predictors with and without the ith observation respectively. Kuh-Welsch
suggested, absolute value of the covariance ratio minus one |CV Ri − 1| for observations
exceeds the rough calibration point of 3 (p+ 1) /n which are treated as influential obser-
vations. Covariance ratio can also be written in an alternative form in terms of the hat
values (hii) and it is given as

CV Ri =


∧

σ2e(i)
∧
σ2e


p(

1

1− hii

)
(5)

It is known the estimate of the true error variance without the ith observation is
∧

σ2e(i) =(
(n− p− 1)

∧
σ2e −

∧
e2i /(1− hii)

)
/n−p−2 and substitute

∧
σ2e(i) /

∧
σ2e =

(
(n− p− 1)− r2i

)
/(n−

p− 2)in (5) to get

CV Ri =

(
(n− p− 1)− r2i

n− p− 2

)p(
1

1− hii

)
(6)

From (6), it is visualized in terms of the internally studentized residual (ri)which is

equal to
∧
ei /s
√

1− hii, where S is the standard deviation of the estimated residuals. To
propose the exact distribution for CW-statistic ,the authors utilizing the relationship
among the (CV Ri), internally studentized residual(ri) and hat elements(hii).The terms
ri and hii are independent, because the computation of (ri) involves the error term
ei ∼ N(0, σ2e) and hii values involves the set of predictors (H = X(X

′
X)−1X

′
).Therefore,

from the property of least squares E(eX) = 0, so ri and hii are also uncorrelated and
independent. Using this assumption, we first determine the distribution of ri based on
the relationship given by Weisberg (1980) as

ti = ri

√
n− p− 2

(n− p− 1)− r2i
∼ t(n−p−2) (7)

From (7)it follows student’s t- distribution with (n− p− 2) degrees of freedom and it
can be written in terms of the F-ratio as
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r2i =
(n− p− 1)t2i

(n− p− 2) + t2i

r2i =
(n− p− 1)Fi(1,n−p−2)

(n− p− 2) + Fi(1,n−p−2)
(8)

From (8),if tifollows student’s t- distribution with (n − p − 2) degrees of freedom,
then t2i follows F(1,n−p−2) distribution with (1, n− p− 2) degrees of freedom. Similarly,
authors identify the distribution of hii based on the relationship proposed by Belsley et
al (1980) and they show when the set of predictors in a linear regression model followed
multivariate normal distribution with(µX ,ΣX), then

(n− p) (hii − (1/n))

(p− 1)(1− hii)
∼ F(p−1,n−p) (9)

From (9) it follows F-distribution with (p− 1, n− p) degrees of freedom and it can be
written in an alternative form as

hii =

(
((p− 1)/(n− p))Fi(p−1,n−p)

)
+ 1/n

1 + ((p− 1)/(n− p))Fi(p−1,n−p)
(10)

In order to derive the exact distribution of (CV Ri),substitute (8) and (10) in (6),
it gives the CV Ri in terms of the two independent F-ratios with (1, n − p − 2) and
(p− 1, n− p) degrees of freedom respectively and the relationship is given as

CV Ri =
n

n− 1

(
n− p− 1

n− p− 2

)p( 1

1 + 1
n−p−2Fi(1,n−p−2)

)p(
1 +

p− 1

n− p
Fi(p−1,n−p)

)
(11)

CV Ri =
n

n− 1

(
n− p− 1

n− p− 2

)p (1/
(

1 + 1
n−p−2Fi(1,n−p−2)

))p
1/
(

1 + p−1
n−pFi(p−1,n−p)

) (12)

From (12), it can be further simplified and (CV Ri) is expressed in terms of two in-
dependent beta variables namely θ1i and θ2i of the first kind by using the following
facts

1

1 + 1
n−p−2Fi(1,n−p−2)

= θ1i ∼ β1
(
n− p− 2

2
,
1

2

)
(13)

1

1 + p−1
n−pFi(p−1,n−p)

= θ2i ∼ β1
(
n− p

2
,
p− 1

2

)
(14)

Then, without loss of generality (12) can be written as

CV Ri = λ (p, n)
θp1i
θ2i

(15)
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From (15), the authors shown the (CV Ri) measure in terms of θ1i ∼ β1

(
n−p
2 , p−12

)
and θ2i ∼ β1

(
n−p−2

2 , 12

)
which followed beta distribution of first kind and λ (p, n) =

n
n−1

(
n−p−1
n−p−2

)p
is the normalizing function with two shape parameters p and n respec-

tively. To avoid complexity, further the relationship from (15) modified as

CV Ri
λ (p, n)

=
θp1i
θ2i

= ψi (16)

Based on the identified relationship from (16), the authors derived the exact distribu-
tion of the CVR measure and it is discussed in the next section.

4 Exact Distribution of Covariance ratio

Using the technique of two-dimensional Jacobian of transformation, the joint probability
density function of the two beta variables of Kind-1 namelyθ1i,θ2i were transformed into
density function of ψi and it is given as

f (ψi, ui) = f (θ1i, θ2i) |J | (17)

From (17), it is known θ1iand θ2i are independent then rewrite (17) as

f (ψi, ui) = f (θ1i) f (θ2i) |J | (18)

Using the change of variable technique, substitute θ2i = ui in (16) it gives

θ1i = (ψiui)
1/p (19)

Then partially differentiate (19), and compute the Jacobian determinant in (18) as

f (ψi, ui) = f (θ1i) f (θ2i)

∣∣∣∣∂ (θ1i, θ2i)

∂(ψi, ui)

∣∣∣∣ (20)

f (ψi, ui) = f (θ1i) f (θ2i)

∣∣∣∣∣ ∂θ1i
∂ψi

∂θ1i
∂ui

∂θ2i
∂ψi

∂θ2i
∂ui

∣∣∣∣∣ (21)

From (18), it is known θ1i and θ2iare independent, then the density function of the
joint distribution of θ1i and θ2i is given as

f (θ1i, θ2i) =
1

B
(
n−p−2

2 , 12

)θ n−p−2
2
−1

1i (1− θ1i)
1
2
−1 × 1

B
(
n−p
2 , p−12

)θ n−p2
−1

2i (1− θ2i)
p−1
2
−1

(22)
where 0 ≤ θ1i, θ2i ≤ 1,n, p > 0 and

∂ (θ1i, θ2i)

∂ (ψi, ui)
=

∣∣∣∣∣ u1/pi ψ
(1/p)−1
i /p ψ

1/p
i u

(1/p)−1
i /p

0 1

∣∣∣∣∣ = u
1/p
i ψ

(1/p)−1
i /p (23)
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Then substitute (22) and (23) in (21) in terms of the substitution of ui, to get the
joint distribution of ψi and ui as

f (ψi, ui) =
1

B
(
n−p−2

2
, 1
2

) ((uiψi)1/p)n−p−2
2

−1 (
1− (uiψi)

1/p
) 1

2
−1
×

1

B
(
n−p

2
, p−1

2

)un−p2
−1

i (1− ui)
p−1
2
−1×|J| (24)

where 0 ≤ ψi ≤ 1, 0 ≤ ui ≤ 1 and |J | = u
1/p
i ψ

(1/p)−1
i /p.

Rearrange (24) using binomial expansion and integrate with respect toui, to get the
marginal distribution of ψi as

f (ψi; p, n) =
(1/λ (p, n))

n−p−2
2p

−1

pB
(
n−p−2

2
, 1
2

)
B
(
n−p

2
, p−1

2

) (λ (p, n)ψi)
n−p−2

2p
−1
∞∑
r=0

(
−1/2

r

)
ψ
r/p
i

∫ 1

0
u

(n−p)(p+1)+2(r−1)
2p

−1

i (1− ui)
p−1
2
−1

dui

(25)

where 0 ≤ ψi ≤ 1,n, p > 0, n > p it is known, from (25)

∫ 1

0
u

(n−p)(p+1)+2(r−1)
2p

−1
i (1− ui)

p−1
2
−1 dui = B

(
(n− p) (p+ 1) + 2 (r − 1)

2p
,
p− 1

2

)
(26)

Then substitute (26) in (25) and arrange the terms, to get the density function of ψi
in the series expression form as

f (ψi; p, n) =
(λ (p, n))2 /p

B
(
n−p−2

2
, 1
2

)
B
(
n−p

2
, p−1

2

)ψ n−p−2
2p

−1

i

∞∑
r=0

(
−1/2

r

)
ψ
r/p
i B

(
(n− p) (p + 1) + 2 (r − 1)

2p
,
p− 1

2

)
(27)

where 0 ≤ ψi ≤ 1,n, p > 0, n > p .
In order to derive the density function of CV Ri measure, the authors again utilize

the relationship between ψi and CV Ri and it is known 0 ≤ ψi ≤ 1, then 0 ≤ CV Ri ≤
λ (p, n).Hence, from (16) using one dimensional Jacobian of transformation, the density
function of CV Ri can be written as

f (CV Ri) = f (ψi) |J | (28)

f (CV Ri) = f (ψi)

∣∣∣∣ dψi
d (CV Ri)

∣∣∣∣ (29)

Then substituteψi = CV Ri
λ(p,n) ,

dψi
d(CV Ri)

= 1
λ(p,n) and (27) in (29), to get the final form of

the density function of CV Ri as

f (CVRi; p, n) =
λ (p, n) /p

B
(
n−p−2

2
, 1
2

)
B
(
n−p

2
, p−1

2

) ( CVRi

λ (p, n)

)n−p−2
2p

−1 ∞∑
r=0

(
−1/2

r

)(
CVRi

λ (p, n)

)r/p
B

(
(n− p) (p + 1) + 2 (r − 1)

2p
,
p− 1

2

)
(30)

where0 ≤ CV Ri ≤ λ (p, n),n, p > 0, n > p and λ (p, n) = n
n−1

(
n−p−1
n−p−2

)p
.

From (30), it is the density function of CV Ri measure which always lies between 0 and
λ (p, n),if n → ∞ then 0 ≤ CV Ri ≤ 1.This shows, if the sample size is very large, then
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the upper limit of the CV Ri will converge to 1.Moreover,(30) involves the normalizing
constants in terms of Beta functions namely B(n−p−22 , 12),B(n−p2 , p−12 ) and λ (p, n) with
two shape parameters (p, n),where n is the sample size and p is the no. of predictors used
in a multiple linear regression model. The derivation of the distribution of CW-statistic
by using (30) will be discussed in the next section.

5 Distribution of Cook-Weisberg statistic

From (3) and (30), using one dimensional Jacobian of transformation, the density func-
tion of CWi statistic can be written as

f (CWi) = f (CV Ri) |J | (31)

f (CWi) = f (CV Ri)

∣∣∣∣d (CV Ri)

d (CWi)

∣∣∣∣ (32)

Then substitute CV Ri = exp
(
−2
(
CWi − ϕ

(
p, F(α;p+1,n−p−1), F(α;p+1,n−p−2)

)))
from

(3), then d(CV Ri)
d(CWi)

= −2e
(
−2
(
CWi − ϕ

(
p, F(α;p+1,n−p−1), F(α;p+1,n−p−2)

)))
and (30) in

(32), to get the final form of the density function of CWi-statistic as

f (CWi; p, n) = ω (p, n)ψ (CWi; p, n)

(
ψ (CWi; p, n)

λ (p, n)

)n−p−2
2p

−1 ∞∑
r=0

(
−1/2

r

)(
ψ (CWi; p, n)

λ (p, n)

)r/p
B

(
(n− p) (p + 1) + 2 (r − 1)

2p
,
p− 1

2

)
(33)

where,

−1

2
log (λ (p, n)) + ϕ

(
p, F(α;p+1,n−p−1), F(α;p+1,n−p−2)

)
≤ CWi <∞, n, p > 0, n > p

ω (p, n) =
2 (λ (p, n) /p)

B
(
n−p−2

2 , 12

)
B
(
n−p
2 , p−12

) ,

λ (p, n) =
n

n− 1

(
n− p− 1

n− p− 2

)p
ϕ
(
p, F(α;p+1,n−p−1), F(α;p+1,n−p−2)

)
=
p

2
log

(
F(α;p+1,n−p−1)

F(α;p+1,n−p−2)

)
,

and ψ (CWi; p, n) = exp
(
−2
(
CWi − ϕ

(
p, F(α;p+1,n−p−1), F(α;p+1,n−p−2)

)))
From (33), it is the density function of CWi statistic which always greater than or equal

to CWi ≥ −1
2 log (λ (p, n)) +ϕ

(
p, F(α;p+1,n−p−1), F(α;p+1,n−p−2)

)
and if n→∞ then 0 ≤

CWi <∞.This shows, if the sample size is very large, then the lower limit of the CWi will
converge to 0.Moreover,(33) involves the normalizing constants ω (p, n)(in terms of Beta
functions namelyB(n−p−22 , 12),B(n−p2 , p−12 )),α (p, n) and ϕ

(
p, F(α;p+1,n−p−1), F(α;p+1,n−p−2)

)
with two shape parameters (p, n),where n is the sample size and p is the no. of predic-
tors used in a multiple linear regression model. Similarly, ψ (CWi; p, n) is the auxiliary
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function of CWi statistic and the authors derived the first two moments of CWi in terms
of mean, variance in order to know the location and dispersion of CWi statistic and it
is shown as follows. Using (15) and substitute in (3), to get

CWi = −1

2
log (λ (p, n))−p

2
(log (θ1i))+

1

2
(log (θ2i))+ϕ

(
p, F(α;p+1,n−p−1), F(α;p+1,n−p−2)

)
(34)

Then take expectation for (34) and substitute the log moments of two independent
beta variables θ1i andθ2iof kind-1, to get the first moment of CWi as

E (CWi) = −1

2
log (λ (p, n))−p

2
E (log (θ1i))+

1

2
E (log (θ2i))+ϕ

(
p, F(α;p+1,n−p−1), F(α;p+1,n−p−2)

)

E (CWi) = −1

2
log (λ (p, n))− Ω (p, n) + ϕ

(
p, F(α;p+1,n−p−1), F(α;p+1,n−p−2)

)
(35)

where Ω (p, n) = p
2

(
Ψ
(n−p

2

)
−Ψ

(
n−p+1

2

)
− 2

(n−p−1)(n−p−2)

)
−1

2

(
Ψ
(n−p

2

)
−Ψ

(
n+1
2

)
+ 2

n−1

)
and ψ () is the di-gamma function respectively.

Subtract (35) from (34), square both sides, then take expectation to get

V (CWi) =
1

4

(
p2V (log (θ1i)) + V (log (θ2i))

)
(36)

Then, substitute the variance of log of two independent beta variables θ1i andθ2iof
kind-1, to get the variance of CWi as

V (CWi) =
p2

4
(Φ1 (p, n) + Φ2 (p, n)) (37)

where
Φ1 (p, n) =

(
Ψ
(
1, n−p2

)
−Ψ

(
1, n−p+1

2

)
+ 8(n−p)−12

(n−p−1)2(n−p−2)2

)
Φ2 (p, n) = 1

p2

(
Ψ
(
1, n−p2

)
−Ψ

(
1, n+1

2

)
− 4

(n−1)2

)
and ψ (1, ) is the poly-gamma func-

tion respectively.
By using the mean and variance of CWi-statistic from (35) and (37), the authors

established the upper control limit of CWi for different combination of (p, n).Therefore

UCL (CWi) = E (CWi) +
√
V (CWi) (38)

UCL (CWi) = ϕ
(
p, F(α;p+1,n−p−1), F(α;p+1,n−p−2)

)
−
(

1

2
log (λ (p, n)) + Ω (p, n)

)
+
p

2

√
Φ1 (p, n) + Φ2 (p, n)

(39)

where n > p
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By using (39), as a first approach, the authors utilize the upper control limit as a
cut-off when the ϕ function is equal to ϕ

(
p, F(0.05;p+1,n−p−1), F(0.05;p+1,n−p−2)

)
,

ϕ
(
p, F(0.01;p+1,n−p−1), F(0.01;p+1,n−p−2)

)
to identify the influential observation in a linear

multiple regression model. The computed CWi of any observation exceeds the upper
control limit, then the observation is said to be influential. As a second approach,
the authors adopted the test of significance approach of evaluating and identifying the
influential observations in a sample. The approach is to derive the critical points of the
CWi statistic by using the following relationship by substitute (11) in (3) as

CWi(α;p,n) = −1

2
log

 n
n−1

(
n−p−1
n−p−2

)p (
1 + p−1

n−pFi(α;p−1,n−p)

)
(

1 + 1
n−p−2Fi(α;1,n−p−2)

)p (F(α;p+1,n−p−1)

F(α;p+1,n−p−2)

)p
 (40)

From (40), for different combination of values of (p, n) and the significance probability
p
(
CWi > CWi(α;p,n)

)
= α, The authors computed the critical points of CW -statistic.

By using the critical points, we can test the significance of the non-influential observation
computed from a multiple linear regression model. The following table-1 visualizes the
upper control limit of the CW computed from (39) and tables 2,3 exhibits the significant
percentage points of the distribution of CW -statistic for varying sample size(n) and no.of
predictors (p) at 5% and 1% significance (α).
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6 Numerical Results and Discussion

In this section, the authors shown a numerical study of evaluating the influential observa-
tions based on Cook-Weisberg statistic of the ith observation in a regression model. For
this, the authors fitted Step-wise linear regression models with different set of predictors
in a Brand equity study. The data in the study comprised of 18 different attributes about
a car brand and the data was collected from 275 car users. A well-structured question-
naire was prepared and distributed to 300 customers and the questions were anchored
at five point likert scale from 1 to 5.After the data collection is over, only 275 completed
questionnaires were used for analysis. The Step-wise regression results reveals 4 nested
models were extracted from the regression procedure by using IBM SPSS version 22. For
each model, the CW-statistic were computed and the result of the proposed approaches
namely I and II are visualized in the following table.



36 Jayakumar, Sulthan, Samuel

T
ab

le
5
:

Id
en

ti
fi
ca

ti
on

of
in

fl
u

en
ti

al
ob

se
rv

at
io

n
s

b
as

ed
o
n

P
ro

p
o
se

d
ap

p
ro

ac
h

-I

M
o
d

e
l

p
ϕ
( p,F

(0
.0
5
;p
+
1
,n
−
p
−
1
),
F
(0
.0
5
;p
+
1
,n
−
p
−
2
))

ϕ
( p,F

(0
.0
1
;p
+
1
,n
−
p
−
1
),
F
(0
.0
1
;p
+
1
,n
−
p
−
2
))

U
C

L
(C
W
i)

(
n

)
C
W
i

>
U

C
L

(C
W
i)

U
C

L
(C
W
i)

(
n

)
C
W
i

>
U

C
L

(C
W
i)

1
1

0.
0
04

34
5

8
0.

00
43

45
8

2
2

0.
0
12

94
8

8
0.

01
28

48
8

3
3

0.
0
22

60
1

9
0.

02
26

01
9

4
4

0.
0
33

66
4

8
0.

03
35

64
8

T
a
b

le
6:

Id
en

ti
fi

ca
ti

on
of

in
fl

u
en

ti
al

ob
se

rv
at

io
n

s
b

as
ed

on
P

ro
p

os
ed

a
p

p
ro

a
ch

-I
I

M
o
d

e
l

p
ϕ
( p,F

(0
.0
5
;p
+
1
,n
−
p
−
1
),
F
(0
.0
5
;p
+
1
,n
−
p
−
2
))

ϕ
( p,F

(0
.0
1
;p
+
1
,n
−
p
−
1
),
F
(0
.0
1
;p
+
1
,n
−
p
−
2
))

U
C

L
(C
W
i)

(
n

)
C
W
i
>

U
C

L
(C
W
i)

U
C

L
(C
W
i)

(
n

)
C
W
i

>
U

C
L

(C
W
i)

1
1

0
.0

0
34

0
8

0.
00

85
3

8

2
2

0
.0

0
16

0
12

0.
00

67
8

10

3
3

0
.0

0
23

5
16

0.
00

20
5

17

4
4

0
.0

0
57

3
12

0.
00

18
8

13



Electronic Journal of Applied Statistical Analysis 37

Table 5 and 6 visualizes the results of the proposed approaches for evaluating the
influential observations by using CW-statistic. At first four nested multiple regression
models were fitted and the cut-off CW values for the proposed approaches are shown in
the tables. Here, the authors couldn’t disclose the results of the traditional approach
because Cook-Weisberg failed to highlight the calibration point and they recommend if
any observation which attained large negative or large positive CW-statistic, then the
observation is said to be influential. But they don’t mention how large the computed
CW-statistic for the observation. Hence due to this incompetency of the traditional ap-
proach, the authors were unable to show the results of the traditional approach. Under
the proposed approach-I, in model-1 the computed CW-statistic for 8 observations were
above the UCL when the ϕ function is equal to ϕ

(
p, F(0.05;p+1,n−p−1), F(0.05;p+1,n−p−2)

)
,

ϕ
(
p, F(0.01;p+1,n−p−1), F(0.01;p+1,n−p−2)

)
respectively and hence these observations are

said to be influential. Similarly, in model-2, model-3 and model-4 are concern, 8, 9 and 8
observations are finalized as influential respectively. Under the proposed approach-II, the
authors adopted the test of significance approach to identify the influential observations.
As far as model-1 is concern, the computed values of CW-statistic for 8 observations are
exceeds the critical CW values at 5%, 1% significance level when the ϕ function is equal
toϕ

(
p, F(0.05;p+1,n−p−1), F(0.05;p+1,n−p−2)

)
,ϕ
(
p, F(0.01;p+1,n−p−1), F(0.01;p+1,n−p−2)

)
respec-

tively. Likewise, when the ϕ function is equal to ϕ
(
p, F(0.05;p+1,n−p−1), F(0.05;p+1,n−p−2)

)
,

then 12, 16, 12 observations are treated as influential at 1 % significance level in
model-2, model-3 and model-4 respectively. Moreover, if the ϕ function is equal to
ϕ
(
p, F(0.01;p+1,n−p−1), F(0.01;p+1,n−p−2)

)
, then in model-2, model-3 and model-4, 10, 17

and 13 observations are considered as Influential at 1% level of significance respectively.
Finally, among the two approaches, the proposed approach-II is systematic and scientific
when compared to proposed approach-I, because the critical CW-values at different sig-
nificance level is scientifically determined from the distribution of CW-statistic. Hence
the authors observed, the proposed approach-II outperforms the traditional approach
in identifying influential observations and the results emphasize the advantages of de-
termined calibration point for CW-statistic and it is visualized through the graphical
display from the following control charts.
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Figure 1: Control chart for fitted Models shows the Identification of
Influential observation based on proposed Approach-I when
ϕ
(
p, F(0.05;p+1,n−p−1), F(0.05;p+1,n−p−2)

)

Figure 2: Control chart for fitted Models shows the Identification of
Influential observation based on proposed Approach-I when
ϕ
(
p, F(0.01;p+1,n−p−1), F(0.01;p+1,n−p−2)

)
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Figure 3: Control chart for fitted Models shows the Identification of Influen-
tial observation at 5% level based on proposed Approach-II when
ϕ
(
p, F(0.05;p+1,n−p−1), F(0.05;p+1,n−p−2)

)

Figure 4: Control chart for fitted Models shows the Identification of Influen-
tial observation at 1% level based on proposed Approach-II when
ϕ
(
p, F(0.01;p+1,n−p−1), F(0.01;p+1,n−p−2)

)
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7 Conclusion

From the previous sections, the authors proposed a scientific approach which is based on
the test of significance for Cook-Weisberg statistic to evaluate the influential observations
in a multiple linear regression model. At first, the exact distribution of the CW-statistic
was derived and the authors visualized the density function of CW-statistic in terms of
series expression form with two shape parameters namely p and n.Moreover, the authors
established the UCL of CW and also they computed the critical percentage points of CW
at 5 %, 1% level of significance and it is utilized to evaluate the influential observations.
Finally, the proposed approach II is more systematic and scientific because it is based
on the test of significance and the results were superior when compared it with the
traditional approach and proposed approach-I. So the authors conclude the proposed
approaches over rides the use of traditional approach and believe that the proposed
approaches took the process of identifying the influential observations based on the
volume of confidence ellipsoids approaches to the next level which helps the statisticians
to exactly identify the influential observations in multiple regression models.
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