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We consider the estimation problem of the Lindley distribution based on progressive type-II censored data. We use the EM algorithm for estimating the involved parameter using the maximum likelihood method. The asymptotic variance of the MLE within the EM framework is obtained. Then, the asymptotic confidence intervals of the parameter are constructed. Finally, a real data set and a simulation study are presented to illustrate the obtained results.
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1 Introduction

In the literature of survival analysis and reliability theory, the exponential distribution is widely used as a model of lifetime data. However, the exponential distribution only provide a reasonable fit for modeling phenomenon with constant failure rates. Distributions like gamma, Weibull and lognormal have become suitable alternatives to the exponential distribution in many practical situations. Ghitany et al. (2008) found that the Lindley distribution can be a better model than one based on the exponential distribution. The Lindley distribution belongs to an exponential family and it can be written as a mixture of an exponential with parameter $\beta$ and a gamma distribution with parameters $(2, \beta)$.
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A continuous random variable $X$ is said to have Lindley distribution with a parameter $\beta$, we write $X \sim Lin(\beta)$, if its probability density function (pdf) is given by

$$f(x) = \frac{\beta^2}{1 + \beta} \frac{1}{(1 + x)} e^{-\beta x}, \quad x > 0, \beta > 0.$$  \hspace{1cm} (1)

The pdf given in (1) is a special mixture of Exponential($\beta$) and Gamma(2, $\beta$) distributions as

$$f(x) = pf_1(x) + (1 - p)f_2(x) \quad x > 0,$$

where $p = \beta/(1 + \beta)$, $f_1(x) = \beta e^{-\beta x}$ and $f_2(x) = \beta^2 xe^{-\beta x}$. The corresponding cumulative distribution function (cdf) is given by

$$F(x) = 1 - \frac{1 + \beta + \beta x}{1 + \beta} e^{-\beta x}, \quad x > 0, \beta > 0.$$  \hspace{1cm} (2)

Ghitany et al. (2008) gave a comprehensive study on the properties of the Lindley distribution. Recently, different generalizations and extensions of the Lindley distribution have appeared in the literature. Ghitany et al. (2011) considered a two-parameter weighted Lindley distribution. Zakerzadeh and Mahmoudi (2012) proposed a two-parameter lifetime distribution by compounding Lindley and geometric distributions. Shanker et al. (2013) introduced a two-parameter Lindley distribution of which the one-parameter Lindley distribution is a particular case.

There are several situations in reliability experiments and survival analysis in which some items are terminated from the experiments. Many types of censoring schemes are used in lifetime analysis. Conventional type-I, type-II censoring and the hybrid censoring do not allow for removal of items from the experiment. The type-II progressive censoring scheme, which has this advantage, becomes very popular for the last few years. The progressive type-II censoring scheme can be described as follows: at the time of the first failure, $X_{1:m:n}$, $R_1$ surviving items are removed randomly from the $n1$ remaining surviving items, at the time of the second failure, $X_{2:m:n}$, $R_2$ surviving items are removed at random from the $n - R_1 - 2$ remaining items, and so on. At the time of the $m$th observed failure, the remaining $R_m = n - m - R_1 - \cdots - R_{m-1}$ surviving items are removed from the test. For more details see Balakrishnan and Aggarwala (2000). The parameter estimation for different lifetime distributions have been studied based on progressive type-II censored samples see e.g. Sarhan and Abuammoh (2008). Very recently, Al-Zahrani and Gindwan (2014) considered the problem of parameter estimation of a two-parameter Lindley distribution under hybrid censoring.

The rest of this paper is structured as follows. Section 2 gives the maximum likelihood estimator based on progressively type-II censored sample. Section 3 describes how to obtain the MLE of the unknown parameter of the Lindley distribution using the EM algorithm. Also, the MCMC method is used to generate samples from the Lindley distribution and hence a simulation study is carried out to assess the obtained results. An examples is considered for illustrative purposes. Finally, we conclude in Section 4.
2 Estimation

In this section the maximum likelihood estimator is obtained based on progressively type-II censored Lindley distribution. Suppose \( n \) independent items are put on a life test with the corresponding lifetimes \( X_1, X_2, \cdots, X_n \) being identically distributed. We assume that \( X_i, \ i = 1, 2, \cdots, n \) are independent identical distributed with pdf (1).

2.1 Maximum likelihood estimation

We consider estimation by the method of maximum likelihood. The likelihood for a random sample \( X_1, \cdots, X_n \) from (1) under type-II progressively censored data is given by

\[
L(X|\beta) = C \prod_{i=1}^{m} f(x_i)[1 - F(x_i)]^{R_i},
\]

where \( C = n(n - R_1 - 1)(n - R_1 - R_2 - 2) \cdots (n - R_1 - \cdots - R_{m-1} - m + 1) \). The log likelihood function without the constant term can be written as

\[
\log L = 2m \log(\beta) - m \log(\beta + 1) + \sum_{i=1}^{m} \log (1 + x_i)
\]

\[
+ \sum_{i=1}^{m} R_i \log \left( \frac{\beta + 1 + \beta x_i}{\beta + 1} \right) - \beta \sum_{i=1}^{m} x_i(1 + R_i).
\]

Differentiating (3) with respect to \( \beta \) yields the likelihood equation for \( \beta \)

\[
\frac{\partial \log L}{\partial \beta} = \frac{2m}{\beta} - \frac{m}{\beta + 1} - \sum_{i=1}^{m} x_i(1 + R_i) + \sum_{i=1}^{m} \frac{R_i x_i}{(\beta + 1 + \beta x_i)(\beta + 1)} = 0.
\]

Usual algebraic solution for the equation (4) is not working due to the properties of transcendental equation. Therefore, a numerical iteration can be used to solve the above equation. The Newton-type method of maximization can be carried out.

2.2 EM Algorithm

The Expectation-Maximization (EM) algorithm is an applicable technique for parameter estimation by maximum likelihood particularly in incomplete-data problems. The EM algorithm, originally proposed by Dempster et al. (1977). For examples and a good historical account of the EM algorithm see e.g. McLachlan and Krishnan (2007).

Suppose that \( X \) is a random vector with a joint density \( f(x; \theta) \) and a \( p \)-dimensional parameter \( \theta \in \Theta \). If \( X \) were observed, then the maximum likelihood estimators of \( \theta \) based on the distribution of \( X \) can be obtained by maximizing the log-likelihood function of \( X \).
However, if only some of the complete-data vector $X$ is observed. We will denote this by expressing $X$ as $(Y; Z)$, where $Y$ denotes the observed and $Z$ denotes the unobserved or missing data. For simplicity, we assume that the missing data are missing at random, so that

$$f(y, z; \theta) = f_1(y; \theta) \cdot f_2(z|y; \theta),$$

where $f_1$ is the joint density of $Y$ and $f_2$ is the joint density of $Z$ given the observed data $Y$, respectively. Thus, the observed data log-likelihood.

$$l_c(\theta; y) = l(\theta; x) - \log f_2(z|y; \theta),$$

where $l(\theta; x)$ is the log-likelihood function of $X$. EM algorithm has become a useful tool when maximizing $l_c$ is difficult but maximizing the complete-data log-likelihood $l$ is simple. However, since $X$ is not observed, $l_c$ cannot be evaluated and hence maximized.

The EM algorithm attempts to maximize $l(\theta; x)$ iteratively, by replacing it by its conditional expectation given the observed data $y$. This expectation is computed with respect to the distribution of the complete-data evaluated at the current estimate of $\theta$. More specifically, if $\theta^{(0)}$ is an initial value for $\theta$, then on the first iteration it is required to compute

$$Q(\theta, \theta^{(0)}) = E_{\theta^{(0)}}[l(\theta; x)|y].$$

$Q(\theta, \theta^{(0)})$ is now maximized with respect to $\theta$, that is, $\theta^{(1)}$ is found such that

$$Q(\theta^{(1)}, \theta^{(0)}) \geq Q(\theta, \theta^{(0)})$$

Thus the EM algorithm consists of an E-step (Estimation step) followed by an M-step (Maximization step) defined as follows:

**E-step:** Compute $Q(\theta; \theta^{(t)})$ where $Q(\theta; \theta^{(t)}) = E_{\theta^{(t)}}[l(\theta; x)|y]$.

**M-step:** Find $\theta^{(t+1)}$ such that $Q(\theta^{(t+1)}; \theta^{(t)}) \geq Q(\theta; \theta^{(t)})$ for all $\theta$.

Let us denote the observed and the censored data by $Y = (Y_1, Y_2, \ldots, Y_m)$ and $Z = (Z_1, \ldots, Z_{n-m})$ respectively. The censored data vector $Z$ can be thought of as missing data. The combination of $Y$ and $Z$, say $W = (Y, Z)$, forms the complete data set. If we denote the log-likelihood function of the complete data set by $l_c(W; \beta)$, ignoring the additive constant, then we have

$$l_c(W; \beta) = 2n \log (\beta) - n \log (\beta + 1) + \sum_{i=1}^{m} \log (1 + y_i) - \beta \sum_{i=1}^{m} y_i (1 + R_i)$$

$$+ \sum_{i=1}^{m} R_i \log \left( \frac{\beta + 1 + \beta y_i}{\beta + 1} \right) + \sum_{i=1}^{n-m} \log (1 + z_i)$$

$$- \beta \sum_{i=1}^{n-m} z_i (1 + R_i) + \sum_{i=1}^{n-m} R_i \log \left( \frac{\beta + 1 + \beta z_i}{\beta + 1} \right).$$

(4)
where $D$ similarly as in Ng et al. (2002). Based on (6) and (7), we can write

$$l_s(W; \beta) = 2n \log (\beta) - n \log (\beta + 1) + \sum_{i=1}^{m} \log (1 + y_i)$$

$$- \beta \sum_{i=1}^{m} y_i (1 + R_i) + \sum_{i=1}^{m} R_i \log \left( \frac{\beta + 1 + \beta y_i}{\beta + 1} \right)$$

$$+ (n - m) [A(y_m; \beta) + B(y_m; \beta) - \beta C(y_m; \beta)] ,$$

where

$$A(y_m; \beta) = E[\ln(1 + Z_i) | Z_i > y_m]$$

$$B(y_m; \beta) = E[R_i \ln \left( \frac{\beta + 1 + \beta Z_i}{\beta + 1} \right) (1 + z) e^{-\beta z}]$$

$$C(y_m; \beta) = E[Z_i (1 + R_i) | Z_i > y_m]$$

To find these terms we first give the following theorem: Given a random variable $X$ distributed according to Lindley distribution, $X \sim Lin(\beta)$, the conditional distribution of $Z_i$ for $i = 1, 2, \ldots, n - m$ is

$$f_{Z_i | Y}(Z_i | Y(i) = y(i), \ldots, Y(i) = y(i)) = \frac{\beta^2 (1 + z_i) e^{-\beta z_i}}{(\beta + 1 + \beta y_m) e^{-\beta y_m}}, \ z_i > y_m .$$

(7)

Here, $Z_i$ and $Z_j$ for $i \neq j$ are conditionally independent. The proof can be obtained similarly as in Ng et al. (2002). Based on (6) and (7), we can write

$$A(y_m; \beta) = \frac{\beta^2}{D} \int_{y_m}^{\infty} \ln (1 + z) (1 + z) e^{-\beta z} dz,$$

$$B(y_m; \beta) = \frac{\beta^2}{D} \int_{y_m}^{\infty} R \ln \left( \frac{\beta + 1 + \beta z}{\beta + 1} \right) (1 + z) e^{-\beta z} dz,$$

$$C(y_m; \beta) = \frac{\beta^2}{D} \int_{y_m}^{\infty} z (1 + R) (1 + z) e^{-\beta z} dz,$$

where $D = (\beta + 1 + \beta y_m) e^{-\beta y_m}$. Following Geddes et al. (1990), we have: $\int_{u}^{\infty} t^{s-1} \ln(t) e^{-t} dt = [(d/da) \Gamma(a, u)]_{a=s}$. After some transformation we get

$$A(y_m; \beta) = \frac{e^\beta}{D} \left\{ - \ln(\beta) \Gamma(2, \beta (1 + y_m)) + \left[ \frac{d}{da} \Gamma(a, \beta (1 + y_m)) \right]_{a=2} \right\},$$

$$B(y_m; \beta) = \frac{R}{D} \left\{ e^{\beta + 1} \left( \frac{d}{da} \Gamma(a, \beta (1 + y_m)) \right)_{a=2} - \int_{\beta + 1 + \beta y_m}^{\infty} \ln(u) e^{-u} du \right\}$$

$$- \ln(\beta + 1) \left[ \beta e^{-\beta y_m} + \Gamma(2, \beta y_m) \right],$$

$$C(y_m; \beta) = \frac{(1 + R)}{D} \left\{ \Gamma(2, \beta y_m) + \frac{1}{\beta} \Gamma(3, \beta y_m) \right\} .$$
Now the M-step involves the maximization of (5) with respect to $\beta$. If at the $k$-th stage the estimate of $\beta$ is $\hat{\beta}_k$, then $\hat{\beta}_{k+1}$ can be obtained by maximizing

$$
g(\beta) = 2n \ln(\beta) - n \ln(\beta + 1) + \sum_{i=1}^{m} \log(1 + y_i)$$

$$+ \sum_{i=1}^{m} R_i \log \left( \frac{\beta + 1 + \beta y_i}{\beta + 1} \right) - \beta \sum_{i=1}^{m} y_i (1 + R_i)$$

$$+ (n - m) \left[ A(y_m; \hat{\beta}_k) + B(y_m; \hat{\beta}_k) - \beta C(y_m; \hat{\beta}_k) \right].$$

(8)

The first-order derivative of (8) with respect to $\beta$ is

$$\frac{\partial g}{\partial \beta} = \frac{2n}{\beta} - \frac{n}{\beta + 1} + \sum_{i=1}^{m} \frac{R_i (1 + y_i)}{\beta + 1 + \beta y_i} - \sum_{i=1}^{m} \frac{R_i}{\beta + 1}$$

$$- \sum_{i=1}^{m} y_i (1 + R_i) - (n - m) C(y_m; \hat{\beta}_k) = 0.$$

First find $\hat{\beta}_{k+1}$ by solving a fixed point type equation as $h(\beta) = \beta$. The function $h(\beta)$ is defined as follows:

$$h(\beta) = \frac{n(\beta + 2)}{\beta + 1} \left[ - \sum_{i=1}^{m} \frac{R_i (1 + y_i)}{\beta + 1 + \beta y_i} + \sum_{i=1}^{m} \frac{R_i}{\beta + 1} + \sum_{i=1}^{m} y_i (1 + R_i) + (n - m) C(y_m; \hat{\beta}_k) \right]^{-1}.$$

The E-step and the M-step are then repeated till convergence is achieved to the desired level of accuracy.

### 2.3 Asymptotic variance

Now, we compute the variance of the MLE of the involved parameter under progressive type-II censoring assuming the EM algorithm is used. We refer to Louis (1982) who developed a procedure for extracting the observed information matrix in incomplete data problem. The idea is as follows.

$$I_Y(\beta) = I_W(\beta) - I_{Z|Y}(\beta),$$

where $I_Y(\beta)$ is the observed information, $I_W(\beta)$ is the complete information and $I_{Z|Y}(\beta)$ is the missing information. Complete information and the missing information are given respectively as:

$$I_W(\beta) = -E \left[ \frac{\partial^2 l_c(W, \beta)}{\partial \beta^2} \right].$$

(9)

$$I_{Z|Y}(\beta) = -(n - m)E \left[ \frac{\partial^2 \ln f_Z(Z|Y, \beta)}{\partial \beta^2} \right].$$

(10)
For a Lindley distribution the information about $\beta$ based on the complete data is given by

$$I_W(\beta) = \frac{2n}{\beta^2} - \frac{n}{(\beta + 1)^2} + \sum_{i=1}^{m} R_i E \left[ \frac{(1 + y_i)^2}{(\beta + 1 + \beta y_i)^2} \right] - \sum_{i=1}^{m} R_i \frac{1}{(\beta + 1)^2} + \sum_{i=1}^{n-m} R_i E \left[ \frac{(1 + z_i)^2}{(\beta + 1 + \beta z_i)^2} \right] - \sum_{i=1}^{n-m} R_i \frac{1}{(\beta + 1)^2}.$$ 

Using (7), the logarithm of the conditional distribution is

$$\ln f_{Z|Y}(z) = 2 \ln(\beta) + \ln(1 + z) - \beta z - \ln(\beta + 1 + \beta y_m) + \beta y_m. \tag{11}$$

The second order derivative of (11) with respect to $\beta$ is

$$\frac{\partial^2 \ln f_Z}{\partial \beta^2} = \left( \frac{1 + y_m}{\beta + 1 + \beta y_m} \right)^2 - \frac{2}{\beta^2}.$$ 

Now we can present $I_{Z|Y}(\beta)$ using (10).

$$I(Z|Y)(\beta) = (n - m) \left\{ \frac{2}{\beta^2} - \left( \frac{1 + y_m}{\beta + 1 + \beta y_m} \right)^2 \right\}. \tag{12}$$

The asymptotic variance of $\hat{\beta}$ can be obtained by inverting $I_Y(\beta)$. The asymptotic confidence interval can be readily obtained by using the asymptotic variance of the MLE through the observed information.

3 Simulations and Data Analysis

3.1 Simulation Study

A Markov chain Monte Carlo (MCMC) algorithm is followed to get samples from Lindley distribution. Instead of drawing direct samples from Lindley distribution, we may use the Metropolis-Hastings algorithm. This method is an extension of the usual rejection-acceptance sampling method. For a comprehensive treatment on MCMC methods, Metropolis-Hastings algorithm, one may refer to the book by Robert and Casella (2013). The algorithm is proposed as follows:

Step 1. Specify the values of $n$ and $\beta$.

Step 2. Select starting point $x^{(t)}$ satisfying that $f(x^{(t)}) > 0$.

Step 3. Generate $Y_t$ from a proposal distribution $q(y|x^{(t)})$, where $q$ is symmetric.

Step 4. Take $X^{(t+1)} = Y_t$ with probability $\rho(x^{(t)}, Y_t)$ or otherwise take $X^{(t+1)} = x^{(t)}$ with probability $1 - \rho(x^{(t)}, Y_t)$, where $f$ is the target density, and

$$\rho(x, y) = \min \left\{ \frac{f(y) q(x|y)}{f(x) q(y|x)}, 1 \right\}.$$
Step 5. Compute the MLE using \texttt{nlm()} function of \texttt{R} package.

Step 6. Compute the MLE using the EM algorithm given in subsection 2.2.

Now we discuss the results of a simulation study based on 5000 simulations to evaluate the MLE. The simulations were performed by using the \texttt{R} software. The sample sizes used in the simulation study are 10(10)100 and the values of $\beta$ are 1.0 and 1.5 for different censoring schemes. The simulated values of MLE, mean squared error (MSE) and asymptotic confidence intervals for $\beta$ using Newton-type method and EM algorithm are presented in tables 1 and 2. It can be observed that in most cases the estimators obtained by the EM method converge to the true values of $\beta$ better than that obtained by the Newton-type method. For the complete case, it can be noted that both methods converge to a very close estimate. A 95% confidence intervals for the parameter are constructed based on asymptotic variance. It is observed that the confidence intervals obtained by Newton-type are wider than those obtained by EM algorithm. In general, we can not say that EM algorithm is always better than Newton-type method. This depends on the expectation of the log-likelihood function. A combination of the two methods, say Newton-EM, would give better results.

### 3.2 Data Analysis

For illustrative purpose, we use a data set corresponding to waiting times (in minutes) before service of 100 bank customers as discussed by Ghitany et al. (2008). The data are given as follows: 0.8, 0.8, 1.3, 1.5, 1.8, 1.9, 1.9, 2.1, 2.6, 2.7, 2.9, 3.1, 3.2, 3.3, 3.5, 3.6, 4.0, 4.1, 4.2, 4.2, 4.3, 4.3, 4.4, 4.4, 4.6, 4.7, 4.7, 4.8, 4.9, 4.9, 5.0, 5.3, 5.5, 5.7, 5.7, 6.1, 6.2, 6.2, 6.3, 6.7, 6.9, 7.1, 7.1, 7.1, 7.4, 7.6, 7.7, 8.0, 8.2, 8.6, 8.6, 8.8, 8.8, 8.9, 9.5, 9.6, 9.7, 9.8, 10.7, 10.9, 11.0, 11.0, 11.1, 11.2, 11.2, 11.5, 11.9, 12.4, 12.5, 12.9, 13.0, 13.1, 13.3, 13.6, 13.7, 13.9, 14.1, 15.4, 15.4, 17.3, 17.3, 18.1, 18.2, 18.4, 18.4, 18.9, 19.0, 19.9, 20.6, 21.3, 21.4, 21.9, 23.0, 27.0, 31.6, 33.1, 38.5.

For analyzing this data set with progressively type-II censoring, we formulate different censoring schemes for different values of $m$ as shown in Table 3. Empirically, it can be observed from Table 3 that the MLEs obtained by the EM algorithm have the smallest standard errors (SE) as compared with that obtained by using Newton-type method. For fixed $m$, one can determine the censoring scheme that is most efficient from others.

### 4 Conclusion

In this study some results on statistical inference were developed using EM algorithm. Under the progressively type-II censoring scheme, we obtain the MLE for the unknown parameter for the Lindley distribution. The MCMC methods are used to generate sample from Lindley distribution. The asymptotic variance of the MLE within the EM framework has been obtained. Consequently, the asymptotic confidence intervals of the parameter have been constructed. Comparisons are made between Newton-type method and EM algorithm via a simulation study. It has been observed in this study that
Table 1: Average estimators, MSE and average asymptotic confidence intervals for $\beta = 1$ at different values of $n$ and $m$ under Newton-type method and EM algorithm.
Table 2: Average estimators, MSE and average asymptotic confidence intervals for $\beta = 1.5$ at different values of $n$ and $m$ under Newton method and EM algorithm.
the numerical MLEs obtained by the EM method converge to the true values of the unknown parameter better than those obtained by the Newton-type method. Also, it has been observed that the coverage probabilities for both methods are better when we had a larger number of observed data. Finally, a practical example has been analyzed for illustrative purpose. We have observed that the EM-algorithm and the Newton-type method produced very satisfactory results, but EM method provided better estimates. Therefore, we can conclude that EM algorithm seems a good procedure in estimation problem.
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